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OZET

Bu calismada oncelikle Oklidyen 4-uzaydaki bir uzay egrisi i¢in Frenet catis
ile ilgili tanimlar ile teoremler verilmistir. Burada Frenet ¢atili bir egri igin Frenet
vektorleri, Frenet tirev denklemleri ve egrinin k, 7 ve n egriliklerinden
bahsedilmistir. 4-boyutlu Oklidyen uzayda yiizeyler ile ilgili kavramlar ve onlarin
bir ¢esidi olan kanal yiizeyleri i¢in verilmis incelemeler iizerinde durulmustur.
Bu uzayda kanal yiizeyinin 6zel hali olan merkezi diizgiin bir egri lizerindeki
noktalar ve bu egrinin bu noktalardaki normal diizleminde bulunan sabit yari¢apl
bir gemberin olusturdugu dairesel yiizey olan tiip (tubular) yiizey incelenmistir.
Oklid 4-uzayinda tiip yiizeyinin Frenet catili genel denklemi verilmistir. Genel
denklem kullanilarak birinci ve ikinci kismi tiirevler, yiizeyin U; birim normal
vektor alam1 ve U; birim normal vektoér alanina Gram-Schmidt yontemi
uygulanarak U, birim normal vekt6r alani bulunup ardindan yiizeyin birinci ve
ikinci temel form katsayilari elde edilmistir. Ek olarak yiizeyin U, ve U, birim
normal vektdr alanlari icin Gauss egrilikleri ve ortalama egrilikler hesaplanmustir.
Elde edilen hesaplar igin bir 6rnek verilmis ve yiizeyin izdiisim uzaylarindaki
sekilleri ¢izdirilmistir.

Anahtar Kelimeler: Oklid 4-uzayi, Frenet catisi, Tiip yiizeyi



ABSTRACT

In this research, the definitions and theorems of a space curve with respect to
the Frenet frame are initially presented in Euclidean 4-space. These are Frenet
vectors, Frenet derivative equations and curvatures k, T and n of a curve with
Frenet frame. The concepts related to surfaces in 4-dimensional Euclidean space
and their variants, such as canal surfaces, are analyzed. In this space, a special
case of the canal surface, the tube surface, a circular surface formed by points on
a central smooth curve and a circle of constant radius in the normal plane of this
curve at these points, is studied. The general equation of the tube surface in
Euclidean 4-space with Frenet frame is given. Using the general equation, the
first and second partial derivatives, the U; unit normal vector field of the surface
and the U, unit normal vector field by applying the Gram-Schmidt method to
the U, unit normal vector field are found and then the first and second
fundamental form coefficients of the surface are obtained. In addition, Gaussian
curvatures and mean curvatures are calculated for U; and U, unit normal vector
fields of the surface. An example is given for the obtained calculations and the
surface shapes in projection spaces are plotted.

Keywords: Euclid 4-space, Frenet frame, Tube surface



INTRODUCTION

Frenet equations were independently discovered by Frenet in 1847 and Serret
in 1851. In 1760, Euler was the first to study curves and surfaces formed by the
intersection of various planes. The canal surface, a specific type of surface, was
defined by Monge in 1850. Canal surfaces are parametrized with distinct frames
in E*. A tube surface, which is a special case of a canal surface, is the envelope
of a moving sphere with a constant radius function r(t), and is simpler to
describe both analytically and kinematically (Dogan and Yayl, 2017). Blaga
(2005) introduced a technique for parameterizing tubular surfaces by utilizing the
parameter along the generating curve and expressing the position vector of a point
on the surface as 1. Numerous studies in the literature have explored these
surfaces in similar spaces (Bayram et al., 2009; Alessio, 2009; Bulca et al., 2017).
Otsuki demonstrated the existence of a graphical representation of a surface in
E* and investigated the isometric immersions of two-dimensional connected
oriented manifolds in [E* . Furthermore, Otsuki (1966) provided a
characterization of surfaces within hyperplanes, compact surfaces with constant
mean curvature and non-negative Gaussian curvature, as well as surfaces in the
three-dimensional sphere in E*. In 2008, Ganchev and Milousheva classified
several important classes of surfaces in four-dimensional Euclidean space,
distinguished by their invariants. Oldh-Gal and Pal (2009) studied the global
isometry of two surfaces in E*, demonstrating that, while these surfaces are not
globally isomorphic, they remain globally isometric. Mello (2009) analyzed the
properties of surfaces immersed in E* and provided conditions under which such
surfaces exhibit hypersphericity. Kisi et al. (2019) examined the conditions under
which canal surfaces with parallel transport frame vectors in E*are flat, minimal,
or linear Weingarten, and also determined the normal vectors of canal surfaces.
Finally, Bulca et al. (2017) characterized surfaces in E* using the coefficients of
the first and second fundamental forms. Tube surfaces have been studied using
different spaces and different frames (Maekawa et. al., 1998; Abdel-Aziz and
Saad, 2011; Dede, 2013; Dede et. al., 2015; Ekici et. al., 2017; Kiziltug et.al.,
2019; Tozak et. al., 2019; Yagbasan and Ekici, 2023; Yagbasan et. al., 2023,;
Yagbasan et. al.,, 2023a ). Similarly, different studies are given for the canal
surface, which is the general form of the tube surface (Xu et. al., 2006; Kim et.
al., 2016; Ucum and ilarslan, 2016; Dogan and Yayli, 2017; Bulca et. al., 2017;
Kaymanl et. al., 2018; Sekerci and Cimdiker, 2019). In addition, there have been
studies on surfaces created using different frame vectors in 3 and 4-space
(Kaymanl et. al., 2022; Ekici et. al., 2023; Ekici Coskun and Akga, 2023; Dede
et. al., 2024). In this research, investigations into tube surfaces are discussed in



E*. We offer the parametrization of the tube surface using the Frenet frame in
E*. Furthermore, we are given the first and second unit normal vector fields,
principal curvatures, Gaussian curvature, and mean curvature of tube surfaces in
4-dimensional space. Finally, an example of a tube surface is provided, with
corresponding figures of the surface plotted in projection spaces.

PRELIMINARIES

Let X = (x1,%x2,%3,%4), Y= (V1,¥2,¥3,¥a) and Z = (zq,25,23,2,) be
three vectors in E*. Here the inner product is expressed as < X,Y >= x;y; +
X2V, + x3Y3 + x4Y,, the norm of a vector as || X|| = +/< X, X > and the vector
product as

XANYNZ = (X3Y3Z4 — X3Ya4Z3 — X3YoZ4 + X3YaZz + X4Y2Z3 — X4Y323) €1
—(X1Y324 — X1YaZ3 — X3Y12Z4 + X3Y4Z1 + X4 Y123 — X4Y321)€; )
+(X1Y2Z4 — X1YaZy — X3Y1Z4 + X3VaZ1 + X4Y1Z5 — X4Y271)€3
—(1Y223 — X1Y32; — XoY1Z3 + X2¥321 + X3Y1Z5 — X3Y2Z1)€4

wheree; ANe, Ne; =e,,e;NesNe, =e;,e3Ne, Ne; =e, and ey A
e; Ne, = —e3 (Allesio, 2009; Elsayied et. al., 2021).If <a',a’' >=1,
a(t) = a: I c R— E* is the unit speed curve. The Frenet equations of
variation for the a(t) curve given by the spring parameter are

T’, 0 K 0 Ooyrr
AR .
B, 0 0 -n ollB;
where the functions
k =(T',N), T=(N',By), n=(BB,) ©))

respectively (Gray, 1993; Gluck, 1966). A canal surface, centered at a spine curve
a(t) with radius r(t), is parametrized by

Y(t,v) = a(t) + r(t)(cosve,(t) + sinve,(t)) (4)
where r(t) is a real differentiable function (Kisi et. al., 2019; Bulca et. al., 2017).

Let M be a smooth surface in R* given with the patch ¥: U c R? » R*,
Y(t,v). The tangent space to M at an arbitrary point p = ¥ (¢t,v) of M span



{Y+, ¥, }. In the chart (¢, v) the coefficients of the first fundamental form of M
are given by

E =, Ye) F = We, ), G = Wy, h,) and W = EG — F? (5)

where <, > is the Euclidean inner product (Mello, 2009; Bayram et. al., 2009).
Consider 4, Y1y, Wy, @S the second-order partial derivatives, and let
U, U,, .., U,_, represent the normal vector fields of the manifold M with the
coefficients of its second fundamental form givenby, 1 <k <n — 2,

Ly = (Y, Ug), My = (Y, Uy) and Ny = (yy, Uy). (6)

The Gaussian and mean curvatures of the surface are typically expressed as

LN — M? LG — 2MF + NE @)
= Eg_pz MAH =

respectively (Chen and Piccini, 1973; Mello, 2009; Bulca et. al., 2017).

TUBE SURFACES CREATED WITH T AND B; FRENET
VECTORS IN 4-DIMENSIONAL SPACE

In order to form the equation of the 2-dimensional Frenet frame tube surface
in 4-dimensional space, a circle that accepts each point on a(t) as the centre in
the plane stretched by T and B; vectors must be moved.

Thus, the formed tube surface

Y(t,v) = a(t) + r(cosvT(t) + sinvB,(t)) (8)

The necessary theorems and proofs for the parametric equation are given. Here
r € R is taken. Frenet curvatures are taken constant throughout this study.

Theorem Let M < E* be atube surface at a distance r from the spine curve
a(t) according to Frenet frame {T,N,B,,B,} with parametrization
Y(t,v), givenby Y: U c E2 - E*, (t,v) € U and let tangent spaceto M ata
point p € Y(t,v) be spanned by {¥;, ¥, }. As a result, the following assertions
are true:



1. The unit normal vector fields U; and U, of tube surface in E* are found
to be

—rnsinvN + r(kcosv — tsinv)B,

Ul =
rycos2v(k2 — 12 —n2) — kTsin2v + 1% + 12

and

rrcosvsinvT + (rt — rtcos?v)N — cosvB,

, =
rcos2v(k? — 12 — n2) — Kkrsin2v + n? + 12

respectively.

2. Gaussian curvature K; and Mean curvature H; of tube surface with unit
normal vector fields U, in E* are obtained as

—r2k?n?[cos?v(k? — 12 —n?) —kTsin2v +n? + 1

- r2[1 + r2cos?v(k? — 12 — n?) — r2ktsin2v + r2(n? + 12)] — r2sin?v

21-1
K; ]

and

1/2

_ r2sinv[kn + ry(t'sinv — k'cosv) + ry(kcosv — tsinv)](cos*v(i* — 12 — n®) — krsin2v +n® +1%)”
- r2(1 + r2[cos?v(k? — 12 —n?) + (n? + 12) — KkTsin2v]) — r2sin?v

1

respectively.

3. Gaussian curvature K, and Mean curvature H, of tube surface with unit
normal vector fields U, in E* are obtained as

—r2n[2r2ktncosvsinv(cos?v — 1) + r?cos?v(k*n — 2t2n — 2r?73))

k= [cos?v(r?n? — 1) — r2n?][r2(1 + r2cos?v(k? — 12 — n2) — r2ktsin2v + r2(n? + 12)) — r2sin?v)
r2n[rncos*v(t? — k? + n?) + rn'cosv(1 — cos?v) + r?n(t? + n?) + ncos*v]
[cos?2v(r?n? — 1) — r2n?][r?(1 + r?cos?v(k? — 12 — n?) — r2ktsin2v + r2(n? + 12)) — r2sin?v]
and
u 2ncos?vsinv(1 + r2n? — r2k?) + 4r?kncosv(1 — cos?v)
, =

Jr2n?sin?v + cos?v[cos?v(k? — 12 —n?) + r2(n? + 12) — 2r2krcosvsinv + cos?v)

2r?ysinv(t?cos?v — n? — 1t2) + nsinv + rn’cosvsinv

+
J12n?sin?v + cos?v[cos?v(k? — 12 —n?) + r2(n? + t2) — 2r2ktcosvsinv + cos?v)

respectively.

10



Proof Tube surface, at a distance r from the spine curve a(t) with Frenet
frame {T,N,B,, B,} are parametrized by

Y(t,v) = a(t) + r(cosvT + sinvB;)
The partial derivatives of y(t,v), with respectto t and v, are determined by
Y = 1+ (rkcosv — rsinv)N + rnsinvB, €)]
and

Y, = r(—sinvT + cosvB;). (10)

Then, second order partial derivatives of (¢, v), with respectto ¢t and v, are
given as

11
Ve = (rrtsinv — rk?cosv)T + kN + (rktcosv — rtisinv — rn’sinv) By 4
Y, = (—rksinv — rtcosv)N + rncosvB, (12)
and
Yy, = —rcosvT — rsinvB;. (13)

The unit normal vector fields U, and U, of the surface should be provided
with the following conditions

<Y U >=0 <yY,U,>=0
<Y,U;>=0 <y,U,>=0 and <U,U,>=0 (14)
<ULU;>=1 <U,U,>=1

where 1, and 1, are the partial derivatives of 1 (t, v), with respect to t and
v. The unit normal vector field U, of tube surface is obtained as

—1nsinvN + r(kcosv — tsinv)B,

U, = (15)

B ry/cos?v(k? — 12 — n2) — kTSin2v + N2 + T2

using equation
_a,T+a,N +a3B, +a,B,

L=
2 2 2 2
JaZ+aZ+a?+a?

where a; = 0 and a; = 0 then a, = rkcosv — rtsinv and a, = —rnsinv.

1"



Since < U,,U, >=1, U, isthe unit normal vector field of the tube surface.
Then using methods of Gram Schmidt with Uy, the unit vector field U, is given
as

rtcosvsinvT + (rt — rtcos?v)N — cosvB,
U, = (16)

rcos?v(k? — 12 — n2) — kTSin2v + N2 + 12

Using equation (14), the vector fields U, and U, are identified as unit
normal vector fields for the tube surfaces. By substituting equations (9) and (10)
into equation (5), the coefficients of the first fundamental form for the tube
surfaces

E =1+71%cos?v(k? — 12 —n?) +n? + 12 — KTSin2v]
F = —rsinv (17)
G=r?

and

W =721+ r?[cos®v(k? — t2 — n?) + n? + 12 — KkT5in2v]) — r2sin’v

are subsequently derived. Equations (6), (11), (12), (13), and (15) lead to the
coefficients of the second fundamental form of the tube surface with the unit
vector field U, in E* obtained as,

L = TKNSinv
! rcos2v(k? — 12 — %) — kTSin2v + n? + 12
_ TKN (18)
! Jcos2v(k? — 12 — %) — Kktsin2v + n? + 12
N, =0

Substituting equations (17) and (18) into equation (7) implies that Gaussian
and mean curvatures with respectto U, following as

—r2Kk?n?[cos?v(k? — 12 — n?) — KkTsin2v + n? + ]!

K, =
Y7 r2[1 4+ r2cos?u(ic? — 12 — n2) — r2kTsin2v + r2(? + 12)] — r2sinv

and

sinv[kn + rn(t'sinv — k'cosv) + 1’ (kcosv — tsinv)](cos?v(k? — 12 — n?) — krsin2v +n? + 2)"1/?
=

(1 + r?[cos?v(k? — 12 —n?) + n? + 12 — KTSin2V]) — sin®v

equations (6), (11), (12), (13), and (16) lead to the coefficients of the second
fundamental form of the tube surface with the unit vector field U, in
[E* obtained as,

12



_ —r’psinv[cos®v(k? — 1% —1?) + 1 + 1° — kT5iN2V]

L, =
2 Jcos2v + rn2(1 + cos?v)
. = —rncos?v (19)
2 Jcos2v + rn%(1 + cos?v)
—r?nsinv
N, il

- Jeos2v + 12(1 + cosZv)

Substituting equations (17) and (19) into equation (7) implies that Gaussian
and mean curvatures with respect to U, following as

—r2n[—2r2kmcosvsindv + ricos?v(ic?n — 2ty — 2r?73)]

K, =
2 [cos?v(r?n? — 1) — r2n?][r?(1 + r?cos?v(k? — 12 — n?) — r2ktsin2v + r2(n? + t2)) — r2sin?v]
r2n[r?ncos*v(r? — k? + n%) + rn’cosvsin®v + r’n(z? + n%) + ncos*v]
[cos?v(r?n? — 1) — r2n?][r?(1 + r?cos?v(k? — 12 — n?) — r2krsin2v + r2(n? + 12)) — r2sin?v)
and
u 2ncos?vsinv(1 + r’n? — r2k?) + 4r2ktncosvsin®v
, =

[cos?v(k? — 12 —n?) + r2(n? + 12) — 2r2ktcosvsinv + cos?v]\/r?n?sin?v + cos?v

2riysinv(t?cos?v — n? — 12) + nsinv + ry’cosvsinv

+ .
[cos?v(Kk? — 12 —n?) + r2(n? + 12) — 2r2ktcosvsinv + cos?v]\/r?n?sin?v + cos?v

Corollary If the Gaussian and mean curvatures corresponding to the unit
normal vector fields obtained for the Frenet vectors T and B, are similarly
calculated using the shape operators corresponding to the unit normal vector
fields, the same result is obtained.

TUBE SURFACES CREATED WITH T AND B, FRENET
VECTORS IN 4-DIMENSIONAL SPACE

In order to form the equation of the 2-dimensional Frenet frame tube surface
in 4-dimensional space, a circle that accepts each point on a(t) as the centre in
the plane stretched by T and B, vectors must be moved. Thus, the formed tube
surface

Y(t,v) = a(t) + r(cosvT(t) + sinvB,(t)) (20)

The necessary theorems and proofs for the parametric equation are given. Here
r € R is taken.

Theorem Let M < E* be atube surface at a distance r from the spine curve
a(t) according to Frenet frame {T,N, B, B,} with parametrization ¥ (t,v),
given by y: U c E?2 » E*, (t,v) € U and let tangent space to M at a point
p € Y(t,v) be spanned by {y;,,}. Then, the following statements hold:

13



1. Unit normal vector fields U, and U, of tube surface in E* are obtained
as

rcosvT + (nsinv — 1)N + kcosvB, — rksinvB,
L=

\/1 + k2(r? + cos?v) + n?sin?v — 2nsinv
and

—rkcosv(k?cos?v + n?sinv — nsinv)T + k2 (r’ysinv + cos*v)N

Kk[1 +n% — 2nsinv + r2x2 + cos?v(k? — n2)13/2[k2cos?v + n2sin?v]y/cosZv(1 + r2k2) + rZnsin?v
kcosv(nsinv — 1 — r2k?) B, + k(rcos?vsinv(k? — n?) + rn?sinv — rmsin?v)B,

Kk[1+ 0% — 2nsinv + r2k2 + cos2v (k2 — n2)3/2[k2cos?v + n2sin2v]\/cos?v(1 + r2k2) + r2n2sinv
respectively.

2. Gaussian curvature K; and Mean curvature H; of tube surface with unit
normal vector fields U, in E* are obtained as

" r2k[nsinv(ic + r7) + cos?v(r?k® — ri’t —r?m? + k) + 2 (r’k — k — 17)]
1

- [r2 + r*(x2cos?v + n2sin?v) — r2sin?v][1 + cos?v(k? — n?) + r?k? + n? — 2nsinv]
and

u —r2[nsinv(ic + 17) + cos?v(2rik® — riit — 2r2kn? + rm? + 2x) + % 2re — 1)]
L=

[r2 + r*(k2cos?v + n2sin?v) — r2sin?v][1 + n?sin?v + k2(cos?v + r?)]
respectively.

3. Gaussian curvature K, and Mean curvature H, of tube surface with unit
normal vector fields U, in E* are obtained as

—K2n?

K, = - -
27 [k2cos?v + n2sinv][r2n2sin?v + r2k2cos?v + cos?v]

and
[—Kknsinv + rtcos?v(k? — n?) + rn?]

H, =
[r2n?%sin?v + r2k?cos?v + coszv]\/xzcoszv + n?sin?v

respectively.

Proof Tube surface, at a distance r from the spine curve a(t) with Frenet
frame {T,N,B,, B,} are parametrized by

Y(t,v) = a(t) + r(cosvB, + sinvB,)

14



The partial derivatives of ¥ (t,v), with respectto t and v, are determined by
Y, = T + rkcosvN — risinvB, (21)
and
Y, = r(—sinvT + cosvB,). (22)

Then, second order partial derivatives of ¥ (t, v), with respectto ¢t and v, are
given as

23
Y = —rK?cosvT + (k + rnsinv)N + rktcosvB, — rn*sinvB, 23)
Yy = —TkSinuN — rncosvB, (24)
and
Yy, = —rcosvT — rsinvB,. (25)

The unit normal vector fields U; and U, of the surface should be provided
with the following conditions

<Y U >=0 <P ,U,>=0
<Y,U;>=0 <y,,U,;>=0 and <U;,U,>=0 (26)
<ULU;>=1 <U,U,>=1

where ¥, and 1y, are the partial derivatives of y(t,v), with respect to t and
V.
The unit normal vector field U, of tube surface is obtained as

_ rcosvT + (nsinv — 1)N + kcosvB, — rksinvB,

27
V1 +K2(r? + cos?v) + nsin?v — 2nsinv (27)
using equation
a,T + a,N + azB; + a,B,
1 =
JaZ+ai+as+a2
where a; = cosv and a; = rtcosv then a, = sinv and a, = 1. Since <

U, U, >=1, U, isthe unit normal vector field of the tube surface. Then using
methods of Gram Schmidt with U, the unit vector field U, is given as

U —rKcosv(k?cos?v + n?sin*v — nsinv)T + k?(r*nsinv + cos?v)N
=

Kk[1 402 = 2nsinv + r2k2 + cos2v(k? — n2)3/2[k%cos?v + n2sin?v]|/cos2v(1 + r2k2) + r2n2sin2v (28)
kcosv(nsinv — 1 — r2k?)B, + k(rcos?vsinv(k? — n?) + rn?sinv — rnsin®v)B,

Kk[1 402 = 2nsinv + r2k? + cos2v(k? — n2)3/2[k2cos2v + n2sin?v]\/cosZv(1 + r2k2) + r2n2sinZv

15



Using equation (26), the vector fields U, and U, are identified as unit
normal vector fields for the tube surfaces. By substituting equations (21) and (22)
into equation (5), the coefficients of the first fundamental form for the tube
surfaces
E =1+ 1r%k?cos?v + r?n?cos?v
F = —rsinv (29)
G=r?

and

W =12+ r*(k%cos?v + n?sin?v) — r2sin’v

are subsequently derived.

Equations (6), (23), (24), (25), and (27) lead to the coefficients of the second
fundamental form of the tube surface with the unit vector field U; in
[E* obtained as,

_ nsinv(rt — k) + k + rrcos?v(n? — k%) + r?xkcos?v(ik? —n?) + rn®(rk — 1)
e (1 + k2(r? + cos?v) + n2sin2v — 2nsinv)1/2
rk(sinv —n)
- (1 + k2(r2 + cos?v) + n?sin?v — 2nsinv)1/2
12K
- (1 + k2(r? + cos?v) + n2sin?v — 2nsinv)/2’

(30)

M

Ny

Substituting equations (29) and (30) into equation (7) implies that Gaussian
and mean curvatures with respect to U, following as

" r?k[nsinv(ic + r7) + cos?v(r?k® — ri’t —r?m? + k) + 2 (r’k — k — 17)]
L=

[r?2 4+ r*(k?cos?v + n?sin?v) — r2sin?v][1 + cos?v(k? — n?) + r?k? + n? — 2nsinv]
and

uo— —12[nsinv(i + r1) + cos?v(2rix® — ri?t — 2r2kn? + rmy? + 2x) + rn?Rre — 1)]
L=

[r?2 + r*(k?cos?v + n?sin?v) — r2sin?v][1 + n2sin?v + k?(cos?v + r?)]

equations (6), (23), (24), (3), and (28) lead to the coefficients of the second
fundamental form of the tube surface with the unit vector field U, in
[E* obtained as,

knsinv + rn? + rrcos?v(k? — n?)
2 =

JK2cos?v + nZsin2v

_ KT (31)
JKZcosv + nZsin2v

N2 = 0

M,
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Substituting equations (29) and (31) into equation (7) implies that Gaussian
and mean curvatures with respect to U, following as

2,2
—K%n
K, = - -
27 [k2cos2v + n2sin2v][r2n2sin?v + r2k2cos?v + cos?v]

and
[—Knsinv + rtcos?v(k? — n?) + rn?]

[r2n2sin?v + r2k2cos?v + cos2v]\/k2cos?v + n2sinv

H, =

Corollary If the Gaussian and mean curvatures corresponding to the unit
normal vector fields obtained for the Frenet vectors T and B, are similarly
calculated using the shape operators corresponding to the unit normal vector
fields, the same result is obtained.

Example 1 Let a(s) be a centre curve with Frenet frame of tube surface in
E* such as

s <5 s 2s 2s
= —_— = in — i 32
a(t) (\/3cos\/7 > 2+ \/BSlnﬁ,S + cosﬁ,sm .7) ( )

From ||la(s)|| = 1, itis easy to see that Frenet vectors are given as

P L N S SN
CHEE T T x/—\/— 57
N = V3 s \/§_s 4 2 4 25
CmE T T m T e (33)
B = (Zsin—Zcos S, - 328 V3 28
1—\/_sm\/_ \/_cosx/_, \/_ \/_\/_ \/_

B4\/_s4\/_53253
Z\/_\/—\/_\/—\/_\/—\/_\/—

and from equation (3), Frenet curvatures are given as

19 6v3 2

=, T=———andn =—.
7v19 V1o T e

Substituting equations (32) and (33) into equation (5), the tube surface formed
by the Frenet vectors T and B is parametrized as
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ﬁ(\/—
+

Y(s,v) = <\/_cos 7 N \/_COSU +— \/_ \/_smv)
-2 +\/—sm\/_ <\/\/: \/_cosv \/_ \/_smv)
5+ cos 2 ( B )

cos\/_ \/_ \/_cosv \/_ \/_smv

) 25 ( L3 \/— >
sin— \/_ \/_ \/_ 25 cosv \/_ \/_ 23 stny

Hence for r = 7, itis easily say that

s 5 7\/§
Y(s,v) = (\/gcosT -5 + - \/_ \/_cosv + \/_ \/_smv
-2+ \/_sm \/_ —COoSV — 14 cos isinv
\/_ \/_ \/_ NTOONT (34)
5+ cos —_——— cosv sm 2— sinv,

\/_\/_\/— \/—\/_

cosv +—

\/_ Slnv)
OO o g

Then for r = 7, the unit normal vector fields in equation (35) of tube surface
are given as

1 14 19cosv + 6+/3sinv
U, = 0, ——sinv, ), ———————
V16 + 3cos?v + 6v3sin2v v19 V19 (35)
U \/4 + cos?v + 3V3cosvsinv cosv —cosvV19(19cosv + 6v/3sinv) sinv —7cosvsinv
, = —

J16 + 3cos?v + 6v3sinzy 2 38(16 + 3cos?v + 6V3sin2v) * 2 (16 + 3cos?v + 6\/§sin2v)m)

Gaussian and mean curvatures in equations (36) and (37) of tube surface are
given as

-1
K, = _ -
483sin2v + 64 + cos2v(21v3cosvsinv — 105cos?v + 136) 36
sinv ( )
H, =
2(4+ cos?v + 3\/§cosvsinv)\/4\/§sin2v + 16 + 3cos?v
and
0 = cos?v(2142cos*v + 2394+3cos?vsinv + 8076cos?v — 4425v3cosvsinv — 11726) — 2048 — 2328v/3sin2v
2 392(—256 + cos?v(294cos*v + 294v3cos3vsinv + 959cos2v — 294V3sin2v — 1472) + 288v3sin2v)
"o 264 + 3v3cosvsinv(129 + 28cos?v) + 4cos*v(134 — 105¢c0s°v) (37)
=

[64 + c0s2v(136 — 105c052v) + V3cosvsinv (96 + 21605217)]\/ 3v3cosvsinv + 4 + cos?v
\/4\/§Sin2v + 16 + 3cos?v

respectively. Finally for r =7, a tube surface shown in Figure 1 is
parametrized as

18



s 5 7\/§
Y(s,v) = <\/§cos\/—_—7+ \/_ \/_COSU+\/_ \/_Slnv

7V3 s
-2+ \/_sm — oSV — —=c0s —=sinv,

\/—\/—\/— \/7«/7

5+ cos cosv

\/— SlTlU)
\/" \/" v‘ V7
in projection space, xyz. Finally for r = 7, a tube surface shown in Figure 1 is
parametrized as

s V5 7\/§
Y(s,v) = <\/§COST—7+ \/_ \/_cosv+\/_ \/_smv

\/— s
-2+ \/—sm — oSV — —c0Ss — sinv,

\/—\/—\/— \/7\/7

COS‘U +— \/_ San)
v’ v’ f N AN
in projection space, xyt. Finally for r = 7, a tube surface shown in Figure 1 is

parametrized as

s V5 7\/§
Y(s,v) = <\/_cos\/7 - \/_ \/_cosv + \/_ \/_smv
54+ cos— 28 4 2s —cosv — smv
A \/— "7 \/— \/_
14 L7V3 \/_ )
\/_ \/_ \/_ cosv \/_ \/_ smv

in projection space, xzt. Finally for r = 7, a tube surface shown in Figure 1 is
parametrized as

Y(s,v) = ( 2+\/—sm\/s7 7\/\/_5 \;COS‘V \/_ \/_smv

7V3 | 2s |
5+ cos Cosv —Sin—sinv,

ﬁ ﬁ \/7 V7T
s 14 14 AL 73 2s )
\/7 \/7 ﬁCOSV \/_ CDSﬁSI.TlU

in projection space, yzt.
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Figure 1 Tube surfaces in xyz, xyt, xzt and yzt projection spaces.

The tube surface formed by the Frenet vectors T and B, in E* is
parametrized as

P(s,v) = (\/gcosi —ﬁ + r(—v—gsinicosv + ﬁcosisinv)
' V72 77 V57 N7 '
-2+ \/§sini +r (ﬁ cos iCosv + ﬂsinisinv)
V7 V7T N7 V57 N7 ’
5+cos£+r(—isin2—scosv—icosﬁsinv),
V7 V7TNT V57 VT

. 25 + ( 2 2s 3 25 | )
sin—+r|—=cos—=cosv — —sin—sinv
V7 W7 T V57 N7

Hence for r = 7, itis easily say that

V(s 0) (\/§ s V5 73 | s +28\/§ s .
5,v) = €0S — — — — —sin—cosv + —— cos —=sinv,
V72 N7 T V57 V7
2 +V3si s+7\/§ s +28\/§, s .
- sin— + ——= cos —=cosv + ——sin—sinv,
V7 N7 T V57 T (38)
54 2s 14 | 2s 21 2s |
€0S — — —= SN — oSV — — C0S —= Sinv,
V7T N7 N7 V57 T
. 25+14 2s 21 | 2s )
Sin— + —=c0s —=cosV — —sin—=sinv
VT ONTTNT V57 VT

Then for r = 7, the unit normal vector fields in equation (39) of tube surface
are given as

1 7(=19 + 2v19sinv)
L= (133cosy, ——————=
V18816 + 165c0s2v — 196v19sinv V19

,19cosv, 133sinv) (39)

V49 + 46c0s?vV3724 + 3135c0s%v (\/Ecosv(‘)fi\/ﬁsinv —165cos?v — 196) 2(98sinv + V19cos?v)
2= ,

I[18816 + 165cos2v — 196v19sinv| 2 V19
—V19sinv(98V19sinv — 165cos?v — 196
7V19cosv (190 — V19sinv), ( 2 )).

respectively, where
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r= JlSCoszv(2089132 + 1815c0s2?v) — 98v19(165cosvsin2v — 392sinv) + 3687936.

Gaussian and mean curvatures in equations (40) and (41) of tube surface are
given as

K, = 3724A [VI9cos?usinw(156408v3 — 84966 + 689871) + cosvsinv(1038597 + 256956v/3)

+c0s*1(9693441 + 312816V3 + 44688V57) — V19c0sv (500346 + 44688v/3) — 406847
+sinvV/3(2013012cos3v + 70756) + cosv(500346V19 — 24738V3) — 2665322c0s%v]

by = cos*v(4332v/3 — 7581) — cosvsinv(16758v3 + 11913) — 266V19sinv + cos?vsinv(532v19 — 1083cosv) (40)
532(4 + 3v3cosvsinv + cos v)\/18816 —196V19sinv + 165cos2v
\/_Cosv(3724 + 168v3) — cos?v(6498V3 + 96026 + 30324+/3) — V19cos?v (3724 + 168V3) + 2427
532(4 + 3v3cosvsinv + cos?v)y/ 18816 — 196v19sinv + 165cos?v
and

1
K= 3 [2cos*v(1131735V19 + 5943504v3V19 — 941256963 — 139632652c0s%v — 4014243464)

—47045881 — V3cos2v(11887008V19 + 249627168) + cos>v(8468249869 + 2688728v19)

+V3cosvsin2v(60060672v19 + 11887008) — cosvsin2v(30224768v19 + 12771458)

+cos*vsinv(30331392V19 + 20013840v3 + 1053360V3V19) + V19c0s"v(14747040V3 — 6144600)
+V19¢0s*v(700707840 — 51480576+/3) + cos*v(36733536V3V19 — 694563240v19 + 63377160)
+cos®vsinv(12414600v3cosv — 72053520V19) + sin2v(14856594V3 + 576156v19)

—cos®vsinv(1098133120 + 554131150V3) + cosv(60657300cos’v — 71635396 + 8258236¢0s°v) (41)
+cos3usinv(3328898496+/3 — 37642192V19 — 1456158480)]

—7(294+/35in2v + 784 + 196c0s*v) "'V3135c0s2v + 3724V49 — 46¢c0s%v
H, = ¢ ) [cos®v(44688V3 + 7644) — 6859
4V165c0s?v + 196y 196v19sinv — 18816—165c0s2v

—cos*vsinv(11172 + 6384v3) — cosv(22344/3 + 14224 + 21448V19sinv) + cos*v(13056v19 + 63840v3V19)
+cos2vsinv(9576v3 — 134064) + V57 cos®vsinv(6684 + 3960cos2v) + 990vV19cos®v + cosv(6580 — 22344+/3)
+cos?v(13419 — 95760V3V19 + 14112V19) + sin2v(1176V19V3 + 2166V3 + 85036vV19)]

respectively, where
A= cosvsinv(56448\/§ —196V19cosv + 495\/§coszv5) + 75264 — 784V19sinv
+c0s2v(19476 + 165c0s%v) + 588V57cosv(cosv — 1).

and

0= V3cos*v(2620863sinv + 176419) + V3cosv(2765952sinv — 28812v19) + cos*v(903981 — 9016V19sinv)
—38416v19sinv + 3687936 + V57c0s°v(27048 + 22770sinv) + 7590c0s®v + cos*v(4416468 — 45668V19sinv).

Finally for r = 7, a tube surface shown in Figure 2 is parametrized as

PY(s,v) = < 3cosi——5—7 s cosv+ —sinv,
' V72 \/_ \/_ \/_ \/_
-2+ V3sin— —cosv + —sinv,
\/_ \/— \/— \/_ \/_
5+ cos Z_S ZS cosv 21 smv)

in projection space, xyz. Finally for r = 7, a tube surface shown in Figure 2 is
parametrized as
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v(5,) <\/§ s V5 7V3 s +28 3 s .
S,v) = COS——=——— ——=SIn—CoSv —(C0S —=Slnv,
V72 NT N7 V57 N7

2+ 3si s+7\/§ s +28\/§, s .
- SiN—= + — €0S —= COSV + ———- sin — sinv,
N7 N7 VT V57 A7

.25 + 14 2s 21 | 2s )
Ssin— + —=c0s — cosv — —sin—sinv
V7T NT N7 V57 T

in projection space, xyt. Finally for r = 7, a tube surface shown in Figure 2 is
parametrized as

bs,0) <3 s V5 73 s +28\/§ s
s,v) = €0S— — — — ——=Sin—= oSV + —cos —
7 2 N7 7 V57 V7

2s 14  2s 21 2s
5+ cos —= — —=sin—cosv — —=cos —=sinv,

V7 NT N7 V57 N7

L4 2
——=C0S—
V7 N7

sinv,

. 25 21 | 2s )
sin— oSV — —=sin—sinv
V7 V57 V7

in projection space, xzt. Finally for » = 7, a tube surface shown in Figure 2 is
parametrized as

N

V3 s 28vV3 | s
S, V) = —2 ++/3sin + ——c0S —=cosv + ——sin—sinv,
woo= ( A RN Lk
21 2s

2s 14 ,
COSV — ——=C0S —SIlnv,

5+ cos—=——=sin

2s
N i V57 N7
21 2s
—Sin—
V57 VT

cosv — Simi)

. 2s + 14 2s
SIN—= T —=C0S—=
N7 N7 N7
in projection space, yzt.

Figure 2 Tube surfaces in xyz, xyt, xzt and yzt projection spaces.
The visualization of all tube surfaces are given with using Maple programme.

CONCLUSION

In this study, using the parametrization of the tube, we investigate the tube surface
generated by Frenet vectors T, B, and B,. The unit normal vector fields of this
surface are obtained. In addition, Gaussian curvatures, mean curvatures, and first
and second fundamental forms of this tube surface are calculated. An example is
given and plotted in projection spaces.

22



REFERENCES
Abdel-AzizH. S. & Saad M. K. (2011). Weingarten timelike tube surfaces around
a spacelike curve, Int. Journal of Math. Analysis, 5, 1225-1236.
Alessio, O. (2009). Differential geometry of intersection curves in R* of three
implicit surfaces, Comput. Aided Geom. Des., 26, 455-471.
Bayram, B. K., Bulca B., Arslan K. & Oztiirk G. (2009). Superconformal ruled

surfaces in E*, Math. Commun., 14(2), 235-244.

Bulca B., Arslan K., Bayram B., & Oztiirk G. (2017). Canal surfaces in 4-
dimensional Euclidean space, 7(1), 83-89.

Chen B. Y. & Piccini P. (1987). Submanifolds with finite type Gauss map,
Bulletin of the Australian Mathematical. Society, 35(2), 161-186.

Dede, M. (2013). Tubular surfaces in Galilean space, Math. Commun., 18(2013),
209-217.

Dede, M., Ekici, C. & Tozak, H. (2015). Directional tubular surfaces,
International Journal of Algebra, 9(12), 527-535.

Dede, M., Ekici, C., & Kogak, M. (2024). Reconstruction of a Ruled Surface in
3-dimensional Euclidean Space. Erzincan University Journal of Science
and Technology, 17(1), 259-267.

Dogan, F. & Yayli, Y. (2017). The relation between parameter curves and lines
of curvature on canal surfaces, Kuwait Journal of Science, 44(1), 29-35.

Ekici, C., Dede, M & Tozak, H. (2017). Timelike directional tubular surfaces,
Int. J. Mathematical Anal., 8(5), 1-11.

Ekici, A., Akga, Z., & Ekici, C. (2023). The ruled surfaces generated by quasi-
vectors in E4 space. 7. International Biltek Congress on Current
Developments in Science, Technology and Social Sciences (p. 400-418).

Ekici Coskun, A., & Akga, Z. (2023). The Ruled Surfaces Generated by Quasi-
Vectors in E* Space. Hagia Sophia Journal of Geometry, 5(2), 6-17.

Ganchev G. & Milousheva V. (2008). On the theory of surfaces in the four-
dimensional Euclidean space, Kodai Math. J., 31, 183-198.

Gluck, H. (1966). Higher curvatures of curves in Euclidean space. Amer. Math.
Monthly,

73, 699-704.

Gray, A. (1993). Modern differential geometry of curves and surface, CRS Press,
Inc.

Kaymanl, U. G., Ekici, C. & Dede, M. (2018). Directional canal surfaces in E3,
5th International Symposium on Multidisciplinary Studies (ISMS), 90-
107.

23



Kaymanl, U. G., Ekici, C. & Unliitiirk, Y. (2022). Constant Angle Ruled
Surfaces due to The Bishop Frame in Minkowski 3-space. Journal of
Science and Arts, 22(1), 105-114.

Kim, Y.H., Liu, H. & Qian, J. (2016). Some characterizations of canal surfaces,
Bulletin of the Korean Mathematical Society, 53(2), 461-477.

Kisi, 1., Oztiirk, G., Arslan, K. (2019). A new type of canal surface in Euclidean
4-space IE 4. Sakarya Universitesi Fen Bilimleri Enstitiisii Dergisi, 23(5),
801 - 809.

Kiziltug, S., Dede, M. & Ekici, C. (2019). Tubular Surfaces with Darboux Frame
in Galilean 3-space, Facta Universitatis, Series: Mathematics and
Informatics, 34(2), 253-260.

Patrikalakis, N.M., Sakkalis, T. & Yu, G. (1998). Analysis and applications of
tube surfaces, Computer Aided Geometric Design, 15, 437-458.

Mello, L. F. (2009). Orthogonal asymptotic lines on surfaces immersed in R*,
Rocky Mountain Journal of Mathematics, 39(5), 1597-1612.

Olah-Gal, R. & Pal, L. (2009). Some notes on drawing twofolds in 4-dimensional
Euclidean Space, Acta Universitatis Sapientiae, Informatica, 1(2), 125-
134.

Sekerci, A. G. & Cimdiker, M. (2019). Bonnet canal surfaces, DEU FMD.,
21(61), 195-200.

Tozak, H., Ekici, C. & Dede, M., (2019). A Study on Directional Generalized
Tubes. 17th International Geometry Symposium, 2(2), 126-128. (Tam
Metin Bildiri/S6zli Sunum).

Ucum, A. & larslan, K. (2016). New types of canal surfaces in Minkowski 3-
space, Adv. Appl. Clifford Algebras, 29, 449-468.

Xu, Z., Feng, R. & Sun, J.G. (2006). Analytic and algebraic properties of canal
surfaces. Journal of Computational and Applied Mathematics, 195, 220-
228.

Yagbasan, B. & Ekici, C. (2023). Tube surfaces in 4 dimensional Euclidean
space. 4th International Black Sea Modern Scientific Research Congress,
(p.1951-1962).

Yagbasan, B., Tozak, H., & Ekici, C. (2023). The curvatures of the tube surface
in 4 dimensional Euclidean space . 7.International Biltek Congress On
Current Developments In Science, Technology And Social Sciences (p.
419-436).

Yagbasan, B., Ekici, C. & Tozak, H. (2023a). Directional Tube Surface in
Euclidean 4-Space. Hagia Sophia Journal of Geometry (HSJG), 5(2), 18-
30.

24



Chapter 2

Relations Between Quasi Frame and
Frenet Frame In Euclidean 4-Space

Buket GEZER!
Cumali EKIiCi?

! Eskisehir Osmangazi Universitesi, Department of Mathematics and Computer Science, Eskisehir.
buketgezer26 @windowslive.com, 05535318471, ORCID. 0000-0001-8880-4043

2Prof. Dr., Eskisehir Osmangazi Universitesi, Department of Mathematics and Computer Science, Eskisehir.
cekici@ogu.edu.tr, 05323056666, ORCID. 0000-0002-3247-5727

25



OZET

Bu ¢alismada 4-boyutlu Oklid uzayinda regiiler bir egri igin Frenet gatis1 ve
quasi catis1 hakkinda bilgi verilmistir. 4-boyutlu Oklid uzayinda bir uzay egrisi,
ornegin xy-diizlemindeki k, ve k, izdiisim vektorleri olmak Uzere lizere &
birim teget, ng birim quasi normal, by, birinci birim quasi binormal ve b, ise
ikinci birim quasi binormal kullanilarak quasi catis1 ve quasi egrilikleri
verilmistir. Sonra 4-boyutlu Oklid uzayinda bir uzay egrisi i¢in Frenet catisi ve
quasi catist arasindaki gecis matrisleri hesaplanmistir. Ayrica bu catilarin
egrilikleri arasindaki bagintilar da verilmistir. Bulunan bu hesaplarin daha
anlagilabilir olmas1 adina 4-boyutlu Oklid uzayinda bir uzay egrisi i¢in quasi gati
ve quasi egriliklerinin elde edildigi bir 6rnek yapilmistir.

Anahtar Kelimeler: Quasi cat1, Frenet ¢atisi, quasi egrilikleri
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ABSTRACT

In this paper we give information about the Frenet frame and quasi frame for
a regular curve in 4-dimensional Euclidean space. For a space curve in 4-
dimensional Euclidean space, e.g. k, and k,, are projection vectors in the xy -
plane, t is the unit tangent, n, is the unit quasi normal, b is the first unit quasi
binormal and b, is the second unit quasi binormal, the quasi frame and quasi
curvatures are given. Then, for a space curve in 4-dimensional Euclidean space,
the transition matrices between the Frenet frame and the quasi frame are
calculated. The relations between the curvatures of these frames are also given.
In order to make these calculations more understandable, an example is given in
which the quasi frame and quasi curvatures are obtained for a space curve in 4-
dimensional Euclidean space.

Keywords: Quasi frame, Frenet frame, quasi curvatures
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INTRODUCTION

The study of curves with in Euclidean 3-space is a key area in differential
geometry, with the Frenet frame being particularly significant in classical
geometry. However, the Frenet frame has certain limitations in practical
applications, such as its inability to be defined when curvature is zero.
Additionally, a major drawback of the Frenet frame is the unwanted rotation
around the tangent vector (Bloomenthal, 1990). It's well understood that for a
differentiable curve in an open interval, a set of mutually orthogonal unit vectors
can be constructed at every point, known as the Frenet frame or moving frame
vectors. The changes in these vectors along the curve define the curvatures of the
curve. The collection of these vectors and curvatures is known as the Frenet
apparatus of the curve. Recently, the theory of degenerate submanifolds has
attracted attention, with extensions of classical differential geometry concepts
being applied to Minkowski space (Turgut, 2009; Turgut and Yilmaz, 2008;
Oztiirk et al., 2014) and Galilean space (Magden and Yilmaz, 2014). The Bishop
frame (Bishop, 1975), also called the parallel transport frame, provides an
alternative framework for describing a moving frame, which remains well-
defined even when the curve's second derivative is zero. By parallel transporting
each element of an orthonormal frame along the curve in Euclidean 4-space, we
achieve this frame. When curvatures vanish at certain points, the Frenet frame
cannot be used, and the Bishop frame takes its place (Bishop, 1975). For curves
with unit speed o in 4-dimensional Euclidean space E*, where a’’ # 0, Frenet
curvature functions k; , k, and k5 are provided by Alessio (Alessio, 2009). This
concept was later extended to 4-dimensional space with the introduction of a
parallel transport frame (Celik et al., 2014). In four-dimensional Euclidean space,
this parallel transport frame is known as the Bishop frame, and it has been
discussed in various studies (Ates et al., 2019; Korpinar and Turhan, 2013;
Ozdemir et al., 2015; Hanson and Ma, 1995). Klok (1987) introduced sweep
surfaces using rotation-minimizing frames, and a reliable computation of the
rotation-minimizing frame for such surfaces was presented by Wang et al. (2008).
Coquillart's work (Coquillart, 1987) inspired Mustafa to develop a new adapted
frame for space curves, termed the quasi-frame (O’Neil, 1983). Celik et al. (2014)
conducted further investigations into the parallel transport frame within four
dimensional space. They introduced the quasi frame as an alternative to the Frenet
frame, which offers computational ease without sacrificing precision. This quasi
frame can be viewed as an extension of the parallel transport frame. The concept
of the quasi frame is based on a constant projection vector and the Euclidean
angle between the principal normal and the quasi-normal vector field (Dede et
al., 2015). When the second derivative vanishes, the frame rotates by a Euclidean
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angle, with the quasi-normal being the unit vector orthogonal to both the tangent and
projection vectors. Several studies have been carried out in 4-dimensional space
using this frame (Gezer and Ekici, 2023; Ekici Coskun and Akga, 2023; Yagbasan
et. al., 2023). This paper is structured as follows: We provide some basic definitions
of Euclidean 4-space (E*) and the quasi-frame in 4-space. We then introduce both
the Frenet and quasi-frames for curves in 4-dimensional Euclidean space.
Additionally, we derive the transition matrices between the Frenet and quasi-frames
for a space curve in 4-dimensional space and establish the relationships between the
curvatures of the two frames in Euclidean 4-space (E*).

PRELIMINARIES

Let a(s) = a:1 ¢ R - E* be any space curve in Euclidean 4-space. Let
u = (uy, Uy, u3,uy), v=(v,v,v;v,) and w = (wy,wy, wz,w,) be three
vectors in E*, with the standard inner product as < u,v >= u,v; + u,v, +
U3 V3 + u,v,. The norm of vector of E* is given by ||u|| = /g(u, u). The curve
« is said to be parametrized by arc length s if g(a’, ") = 1. The vector product
of u, v, w is given by the determinant as follows

UXVXW=

Whel’e el/\ez/\e3 = €y, ez/\e3/\e4 = éeq, 63/\84/\81 = e, and e4/\el/\
e, = —e3 (Allesio, 2009; Elsayied et al., 2021).

Let u, v and w vectors in E*. If these vectors are linearly independent, then
the vector uAvAw e E*is orthogonal to u, v, and w, and swapping any two
vectors reverses the sign. If the vectors are linearly dependent, the cross product
results in the zero vector. In four dimensions, u A v is undefined, as there is no
determinant calculation of the 3 x 4 (Alessio, 2009).

The Frenet vectors for the curve with unit speed a:1 — E* in Euclidean 4-
space E* with  a’ # 0 are given by

a’(s)

t(s) = a'(s) n(s) =

[Ta” ()]l 1
@'(s) Aa"(s) A" (s) b,(s) = by(s) At(s) An( ( )
lla’ ) Aa () Aa (I D@

b,(s) =

(Alessio, 2009).
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Given an a(t) = a:IcR - E* curve with arc parameter in 4-dimensional
space. Let t(s) = a'(s), representing the unit tangent vector of a\alphaa at the
point s. The first Serret-Frenet curvature of « is defined as k,(s) = ||a”||. Then
we have the Serret-Frenet formulae (Gluck, 1966):

t'(s) = ki(s)n(s)

n'(s) = —ki(s)t(s) + k,(s)by(s) @
bi(s) = —k,(s)n(s) + k3(s)b,(s)
by(s) = —k3(s)b,(s)

Here Frenet curvatures k = k,, T = k, and n = k5 are the first, second and
third curvature functions of the o curve, respectively (Oztiirt et al., 2017).

The transformation matrix should be chosen to keep the tangent vector t
unchanged. Then, we consider three possible planes of rotations for the Frenet
vectors, {t,n, by, b,}. The first rotation is in the space spanned by b; and b,
with an angle ¢. The second rotation in the space plane spanned by n and b, with
an angle 4. The third rotation in the space plane spanned by n and b; with an
angle y (Elsayied et. al. 2021). The transformation matrix M is of the form

0 0 0
cosOcosy cosfsiny —sin6
cosypsinfsing — cos¢psinyg  cospcosy + sinfsingsiny  cosOsing |’
cospcosyPsing + singsinyg —cospsing + cospsinfsinyg cosOcos¢p

S O O

The quasi frame is an alternative to the Frenet frame, and involves a fixed unit
vector k. For a curve a(t) in E3, the quasi-frame consist of three orthogonal
vectors called the unit tangent t, the quasi-normal n,; and the quasi-binormal b,
with a Euclidean angle 6 between the principal normal and quasi-normal. The
quasi frame { t,n,, by, k } is defined by

a tA k b
) n =—’
[la'|l Toqlen k|I” 1

=tAn, 3

where K is the projection vector. The quasi frame becomes singular in all cases
where t and k are parallel and in these cases we change the projection i.e. near a
point where t=(0,0,1) we could choose k=(0,1,0) or (1,0,0) but not (0,0,1). Let 6
be the angle between the vectors n and n, given as in Figure 3.3 in Euclidean 3-
space. The connection between the Frenet frame and the quasi-frame, as
described by equation (3), is represented by
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t 1
NG| = [0 cos0 smGH ]
b, 0 —sin® cos6

(Dede et al., 2015). For the unit speed a(s) curve, the angle 8 between n
normal and n, quasi-normal vectors is expressed in the form of a relationship
between Frenet curvatures and quasi curvatures as

kg1 = kycos®
kg, = —kqsind 4)
kgs = dO+k;
and angle 0 as
det (a",a’, k)
cosf =

lla" Akl

(Dede et al., 2015). Let a= a(s) be a space curve, the quasi frame in E*
consists of four orthonormal vectors {t,n,, by1, b2}, where t is the unit tangent
vector, n, is the quasi-normal vector field, b,; and b, are the first and second
quasi-binormals, respectively. The frame is given by

a'(s) tA ke A K,
=,— nq =
lla' )]l €A ke A Ky
a'(s)AngAa''(s) )

2 = bqlzqu/\t/\ nq
||a’(s)/\nq /\a”’(s)||

where Kk, and k,, are the projection vectors.

To simplify the calculations, we select k, = (1,0,0,0) and k,, = (0,1,0,0).
The expression becomes singular when ttt is contained within the plane defined
by k, and k,. In such instances, we can modify our projection vectors
accordingly. Thus, we classified the quasi frame into six types; xy-plane, xz-
plane, xt-plane, yz-plane, yt-plane and zt-plane directional quasi frames denoted

by
{t; nq; bq1, qu, kx; ky}; {t; nq: bql: qu, ky’ kz}r {t, nq' bql: bqu er kz}r

(6)
(.14, bg1, byz Ky ke, {810, ba1, bz, Ky, Ko}, (61, byy, Bya, Ky, K}
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with the projection vectors k; = (0,0,0,1),k, = (0,0,1,1),k,, = (0,1,0,0) and
k, = (1,0,0,0). Let a(s) be a curve without unit speed that is parameterized by
s (Gezer and Ekici, 2023). By differentiating equation (5) with respect to s, we
obtain the variation equations of the quasi-frame in the form

t 0 kg kg O t

n:Z _kql 0 kq3 0 nq

1 = ! . 7
bql ||O_’ || _qu _kq3 0 kq4 bql ( )
212 0 0 _kq4 0 qu

The g-curvatures (quasi-curvatures) are also

<t hng> <t bg >
Tl 27 |l ®
! !
k3=<nq,bq1> 4=<bql,qu>
1 [la|| 1 [la||

In this here, when the fourth curvature kg, calculated with respect to the quasi
frame, is taken to be zero, the derivative formulas of the quasi frame fort he space
curve in 3-dimensional Euclidean space are obtained (Dede et al., 2015; Gezer
and Ekici, 2023).

RELATIONS BETWEEN QUASI FRAME AND FRENET FRAME IN
EUCLIDEAN 4-SPACE

In this section, we first have obtained the matrix forms in 4-dimensional
Euclidean space in which we will express the relations that will make possible
the transitions between the Frenet frame and the quasi frame.

Theorem 1 In 4-dimensional Euclidean space, let

1 0 0 0
10 cosBcosy cosfsiny sin6
M= 0 —sinpcos¢p — singpsinfcosyp  cosypcosp — singsinfsiny  cosOsing
0 sinpsing — cosypsinfcos¢p  —cospsinfsiny — cosypsing cosbOcosgp

be the transformation matrix, and the quasi frame vectors are {t, ng, b,q, b,,} and
the Frenet frame vectors are {t, n, by, b,} the equality

[£] t
nq - M n
bql - bl
lbqZJ b2

is satisfied.
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Proof Let the tangent vector of the transformation matrix be chosen to remain
unchanged. Consider three possible rotation planes where {t,ng,, by, by} are
quasi frame vectors and {t, n, b, b, } are Frenet frame vectors. The first return is
taken such that the angle between the vectors b, and b, in the space covered by
the first binormal b; and the second binormal b, is ¢, as shown in Figure 1, then
the inner product is < by, bg; >= cos ¢.

b,

q

Figure 1 The first rotation plane, the plane Span{b,, b, } at angle ¢

Here are
VA
by, = cospb; + cos (E — ¢)b,
and
T . T
by, = cos(i + ¢)b, + sin (E — ¢)b,

and from here

by, = cospb; + singb,
is written with

by, = —singb, + cospb,

In that case,
t 10 0 0 t
g 10 1 0 0 ||n i
0 0 cos¢p sing||b, ©)

ol

b, 0 0 -—sing cosp]lb,

will be. If the angle between the normal vector n and the second binormal vector
b, in the space they encompass is taken to be 8, as shown in Figure 2, then
<m,ng; >=cos 6.
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Figure 2 The second rotation plane, angle 6 in the Span{n, b,}

Since there will be

i
n, = cosn + sin (E - 0)b,

and
[ [
b,, = cos(i + 6)n + sin (E —0)b,
here,
n, = cosn + sin 6b,
and

by, = cosfb, — sin n

are written. Then it becomes

[t17 1 o o o1t
Mgl 10 cos® O sin@\ ln (10)
bgi| "o o0 1 0 [|b:
[quj 0 —sin@ 0 cos6llb;

The third rotation is taken such that the angle between the vector n and the
vector n, in the space formed by the normal vector t and the first binormal vector

bis 1, as shown in Figure 3 which means < n, n, >= cos .

h
by 1 n,

Sl

Figure 3 Third rotation plane, angle 1 in the Span{t, b, }plane

n
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Since there are

n, = cosyn + cos (g +yY)b,

and
_ T VA VA T
by, = cos (E + (E + gb))n + cos (E - (E —))b,
here
n, = cosyn + sinyb,
and

b,y = —sinyn + cosyPb,

are written then it becomes,

t 1 0 0 o]t
Ng| 10 cosyp sinyp O0Of|n (11)
bg1 0 —siny cosyp Of|b1
bl o 0 0 1llb,
Accordingly, the transformation matrix M is written as
10 1 0 0 o 1 0 0 0
M= 01 0 cos® 0 sin@|)|0 cosyp siny O
0 0 COSd) smd) 0 0 1 0 0 —sinyp cosyp O
0 0 —-sing cospll0 —sinf 0 cosO 0 0 0 1
It is also found as
1 0 0 0
M= 0 cosfcosy cos@siny sinf
T |0 —sinypcosep — singsinfcosy  cosPcosp — singsinfsinyg  cosOsing
0 sinmpsing — cospsinfcos¢p  —cospsinfsiny — cosypsing cosOcosp

from here. As a result, using M as the transformation matrix, the relationship
between the Frenet frame and the quasi frame is derived as

t t
n
q n
=M .
bgq b,
qu bz
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Theorem 2 In 4-dimensional Euclidean space, let the inverse transformation
matrix be

1 0 0 0
|0 cosfcosy —sinbsingcosy — sinpcos¢p —sinfcospcosy + sinpsing
T |0 sinpcosd —sinbsingsing + cosypcos¢ —sinbcospsing — singpcosy
0 sinf singcosf cosfcosp

M—l

and the quasi frame vectors be {t,n,, by, b,,} and the Frenet frame vectors be
{t,n, by, b,} the equality

t t
n n,
= M_1
bl bql
b, by

is satisfied.

Proof In the equalities (9), the expression b, is expanded with cos¢ and the
expression b, is expanded with (—sing). If these expressions are added side by
side, we obtain the quality

b, = cospbyy — sinpb,,

Similarly, if the expression b, is expanded with sin¢g and the expression
b, is expanded with (cos¢), and if these expressions are added side by side, we
arrive at the equation

b, = singpbyq + cospbg,

t 10 0 0 ¢
n| |0 1 0 0 ng
b7 [0 0 cos¢p sing||bg1

0 0 —sing cospllbg,

is written from here. In the equation (10), the expression n, is expanded with
sin@ and the expression b, is expanded with cos6, and if these expressions are
added side by side, the equality

b, = sinfn, + cosOb,
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is reached. In a similar manner, if the n, expression is expanded with cos6 and
the b, expression is expanded with (-sin@), and these expressions are added side
by side, the equality

n = cosn, — sin by,
is reached.

0 1 0 ||ba

t 1 0 0 0 t
n| |0 cos@ 0 -—sind||Ma
bi| " ]0
b, 0 sind 0 cosé Ilbg,

is written from here. In equations (11), the expression n,, is expanded with cosy
and the expression b,; is expanded with (—siny); if these expressions are
summed side by side, the equality

n = cosyn, — sinpby,y

is reached. Smilarly, if the expression n, is expanded with siny and the
expression b, is expanded with cos, and if these expressions are added side
by side, the equality

by, = sinymy + cosypbgy,

is reached.
t 1 0 o oyt
n|_[0 cosp —singp Off™a
b, 0 siny cosyp O0||ba
b,] lo o 0o 1llbgl

is written from here. Accordingly, the inverse transformation matrix is written as

1 0 0 0 1 0 0 0 10 0 0
y-1=|0 cosp —simp Ol(]0 cos® 0O —sing 01 0 0

0 sinp cosyp O]|[0 0O 1 0 0 0 cosp —sing

0 O 0 1I\l0 sin6 0 cosO 110 0 sing cos¢

such that M M~ = I. From here,
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1 0 0 0
_ |0 cosfcosy —sinfsingcosy — sinpcos¢p —sinfcospcosy + sinpsing
“ |0 simpcos® —sinBsingsing + cosypcosp —sinbcos@psiny — singcosyp
0 sin@ singcosf cos@cosg

M—l

is found. The relationship between the Frenet frame and the quasi-frame can then
be expressed as

t t
n n,
= M_1
bl bql
b, by

with M~1 represents the inverse of the transformation matrix.

Theorem 3 For the curve a(s), ||a’(s)|| = 1, the angle 8 is normal and quasi-
normal, the angle ¢ is first binormal and first quasi-binormal, and the angle i is
given as the angles between the second binormal and second quasi-binormal
vectors, in the form of the relationships between the quasi-curvatures and Frenet
curvatures belonging to the space curve a(s)

kg1 = kycosBcosy

kg2 = kq(sinBsingcosy + sinpcosep)

kqs = (singd8) + (cosgpcosfdy) + k,(cosbcosep)
+k3(simpsing — sinBcospcosy)

kqs = (d¢) + (sinfdy) + k,(sinB) + k3 (cosOcosyp)

Proof First, to find the curvature k4, if the derivative of n, in expression (10)
is taken it becomes
n, = (cosOcosyp)n + (cos 0 sinyp)b, + (sin )b,
n,' = (—sinfcosypdh)n — (cos 6 simpdyp)n
+(cos Bcosy)n’ + (cos 6 dB)b, + (sind)b,’
—(sin BsinpdB)b, + (cos Bcosy dy)b,
+(cos@sin)b,’

and if the Frenet formulas given by equality (7) are substituted into the above
expression,
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n,’ = (—sinfcosypdd)n — (cos 6 simpdy)n — (sinf)(k; b,)
+(cos 6cosyp)(—kq, t + k, by) + (cos6dO)b,
—(sin OsinpdB)b, + (cos Bcosyp d)b,
+(cosOsiny)(—k,n + k3b,)

If this expression is multiplied by t, it becomes
kg1 = —<t,n,’ >=kq cosOcosy.

To find the k,, curvature now, if we take the derivative of b, in expression
(10), it is found as

b, = (—cospdpsing)n + (singsimpdi sin)n
—(singcospcosfdf) n — (singcosysind) n'
—(cospdipcosp) n + (simpsingpdp)n — (sinpcosp)n’
—(simpcosgpdyp) by — (singcosypdp)b; + (cospcosp)b,’
—(cospsinBsinpdep) b, — (singpcosfdbsiny)b,
—(singsinfcosypdy) b, — (sinfsimpsing)b,’
—(singsinfd6) b, + (cosOcospdd)b, + (singcosd) b,’

since it is

b,y = (=singcosysind — simpcosp)n
+(cosypcosp — singsinbsinyp)b, + (cosOsing)b,

If the Frenet formulas given by (7) are substituted and the necessary
simplifications are made, it becomes

b, = (—cospcosy sinfdp)n + (siny sin 6 singpdyp)n
—(cosBsingcosypdd) n + (sinbcosysing) (ki t + k, b,)
+(singcosypdy) n + (sinpcospdp)n — (cosycospdip)n
—(simpcospdy) by — (sinpcosypdp)b,

—(cospcosp)b, (kon + k3by) — (sinfcosgpsinpdp)b,
—(cosBsinysingdB) b, — (singsinbcosypdy)b,
+(cosBcospdep) b, — (cosOsing)(k;b,)
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If the above expression is multiplied by t and the necessary adjustments are
made

kgz =<t by’ >= ky (sinBcosy sing + sinpcosep)
is obtained.

Now, to find the kg3 curvature, if the n," and by, vectors are multiplied
scalar-wise and the necessary simplifications are made, it is calculated as

<ng' by >= (singd0) + (cosbcospd) + (k,cosOcosep)
+(k3sinfcosypcosp) + (kssinpsing)
and
kqs = (singd6) + (cosOcospdy)
+k,(cosBcosp) + ks (sinpsing — sinfcosipcosep)

Finally, to find the kg, curvature, bql’ and by, in expression (10) are
multiplied by a scalar, and if necessary simplifications are made,

< by, by, >= (cos?pdp) + (sinfdy) + (kysind) + (sin®Ppde)
+ (kscospcosh)

is obtained. Then it’ll be
kqa = d¢ + (sinfdy) + (kysin) + (k3cosycosh).

Corollary In this theorem, if the angle ¢ in the space covered by the first
quasi-binormal b, and the second quasi-binormal b, and the normal vector n,
as well as the angle 1 in the space covered by the first quasi-binormal b, are
taken as zero, then relations between quasi curvatures and Frenet curvatures in 3-
dimensional space given by (7) is found.

Example 1 Let a(s) represent a central curve with the Frenet frame of a
tubular surface in E*, defined as

2 1
a(s) = 7(coss,sins,zcos ZS,Esin 2s)
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Since [|a(s)|| = 1, it follows that the Frenet vectors are
t =

7(—SinS,COSS,—SinZS,COSZS)

5

(—coss,—sins,—2cos 2s,—2sin2s)
— (2cos s, 2sins, — 2cos’s+1, —sin2s)

- (sins,—cos s,—sin2s, 2c0s?s — 1)

and from equation (2), Frenet curvatures are given as

V10 -310 2v10
kl(s) = T, kz(s) = 10 and k3(5) -

5
If quasi frame vectors are calculated using k, = (1,0,0,0) and k,, = (0,1,0,0)
projection vectors, it becomes

V2
¢ =

7(—sins,coss,—sin25,cos 25)
n, = (0,0,cos2s,sin2s)
by, = (—coss,—sins,0,0)
V2
bql =

- (sins,—cos s, —sin2s,2cos?*s — 1).

If the quasi-curvatures are calculated with the help of (8),

kql = '\/7, qu = O, kq3 = \/E and kq4 = _\/E

respectively.

The curves in the projection spaces xyz and xyt and the normal and quasi-
normal plane vectors at the points taken on them are plotted in Figure 4,
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Figure 4 Frenet vectors n and b (red), quasi vectors n,; and b, (green)

The curves in the projection spaces xzt and yzt and the normal and quasi-
normal plane vectors at the points taken on them are plotted in Figure 5,
respectively.

_-15
-0.5°1
15 050

b os o g5 T -0s © 2onsl

Figure 5 Frenet vectors n and b (red), quasi vectors n, and b, (green)

Example 2 Let a(s) represent a central curve with the Frenet frame of a
tubular surface in E*, defined as

s 1
a(s) = (sin sins,—coss)

S 1
2R
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Since [|a(s)|| = 1, it follows that the Frenet vectors are

1 .S .
t= \/_(cos\/_ smﬁ,coss,—szns)
n= \/i(sm\/s_ \/_ V2 sins,V2coss)

b, = \/_( \/_sm\/_ \/_cos\/7 ,Sin s, cos s)
1

s
b, \/_(cos\/_ sinﬁ,—coss,sins)

and from equation (2), Frenet curvatures are given as

ki(s) = kz( ) = ——aﬂd ks(s) =+ (12)

If quasi frame vectors are calculated using k,, = (1,0,0,0) and k,, = (0,1,0,0)
projection vectors, it becomes

1 S S
t= —(cos—,—sin—,coss,—sins)
V2 V2 V2

n, = (0,0,—sins,—coss)
S S (13)
b,, = (sin—, 0,0
= (s gz 00
b 1 ( S .S . )
= ——|cos—,—sin—=,—coss,sins
a V2 V2 V2

If the quasi-curvatures are calculated with the help of (8),

1
kq1(s) = \/—’ kq2(s) = 0, kg3 = —ﬁand kqa =%

The curves in the projection spaces xyz and xyt and the normal and quasi-

normal plane vectors at the points taken on them are plotted in Figure 6
respectively.
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Figure 6 Frenet vectors n and b (red), quasi vectors n,; and b, (green)

The curves in the projection spaces xzt and yzt and the normal and quasi-
normal plane vectors at the points taken on them are plotted in Figure 7,
respectively.

[t
-1
5 0703
“12 08 g4 g 0.5
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Figure 7 Frenet vectors n and b (red), quasi vectors n, and b, (green)

If the angles ¥, ¢ and 8 in the matrix given in Theorem 1 are specially

chosen suchthat ¢ =0, ¢ =2rand 6 = arccosﬁi , then
¢ 0 0 O
o 2 o [¢
Mg |_ V3 [ n
bs |7 (0 0 1 0f|b.|
b 1 v2i|b
q2 [0 _ﬁ 0 \/—EJ 2

is found with the help of the matrix M. If Frenet frame vectors are substituted in
this equation, quasi frame vectors are obtained as
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s
t= (cos —Sin—,coss,—sins)
1/ 1[ 1/2

V2

ng= ——

q (sm \/_ \/_

( \/_sm\/_ \/_cos\/E sins,coss)

= (0,0,—sins,—coss)
1
b,, = (sm ,V2sins,V2cos s)
f(

\/_SI.TLS \/_COS S)

ff

\/_sm \/_COS sin S,COSS)
V2’ V2’

75057500

1 s s .
= ——(cos—,—Ssin—,—co0ss,sins)

as TRCNE TR

= (sm

respectively. They are the same as the vectors given above (13). In a similar way,
by substituting the given angle values into the Frenet curvatures given by (12) in
the equations in Theorem 3, the quasi-curvatures are obtained as

V3\ (V2| 1
q1 = kycosbcosy = <7> (ﬁ) =5

= ky(sinfsingcosy + sinpcos¢p) = 0
kqs = (singd8) + (cosgpcosOdy) + k,(cosbcosep)
+k3(sinysing — sinBcos¢cosy)
SR N
6
kqs = (d¢) + (sinfdy) + k, (sm@) + ks (cos6cosy)

- (D@Dt

This value is the same as the above (19) quasi-curvature values.
All the figures in this study were created by using Maple programme.
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CONCLUSION

In four-dimensional Euclidean space, we first defined the quasi frame and
quasi curvatures with Frenet vectors. We emphasised the importance of the quasi
frame in that it can be calculated easily and with the same accuracy even in the
absence of the second derivative of the curve. We found the transition matrices
between the quasi frame and the Frenet frame for a space curve in 4-dimensional
space. We gave the relations between the curvatures of the two frames. We also
took a curve for which we will calculate these two frame vectors and exemplified
its images in projection spaces.
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INTRODUCTION

Overall, dynamic inequalities and their different forms are important in
harmonic analysis and other application areas. The most well-known of these
are the Hardy and Hilbert inequalities. These integral inequalities also play an
important role in time scales combining continuous and discrete state forms. At
the same time, these integral inequalities are the cornerstones of applied
mathematics. Before starting our work, we think giving some information about
these inequalities would be useful. The reader can refer to the references section
at the end of this work for more detailed information.

In [1], the theorems we give below are well-known classical statements
about Hilbert's inequality.

Theoreml.l.Letp,q>1,l+1§1,and0<w=2—1—1:l+lS1,
P q p a4 p @
then
<D Z P Z a) 1
Sy =n( 2| (2 2
j=1i=1 j=1 i=1

where D = D(p, q).

Theorem 1.2. Let f € LP(0, ), g € L9(0,0), and let p,q,p’,q',w be as in
Theorem 1.1, then

1 1
= e =

jojw FCA90) 44y < b jfp(x)dx p [ 916ay B
(x +y)¥ '
0 0 0

where D = D(p, q).

In [2], Zhao et al. introduced a new inequality that is compatible with the
structure of Theorem 1.2.
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Theorem 1.3. Let %+%= 1 with p; > 1, m; = 1. Let differentiable

function f;(8;) on [0,k;), where k; € (0,0). Assume f;(0) =0 for (i =
1,...,n). Then

}} f” If'm(e)'de pd, s . dalgol_[(f(k 6) [ 60 f 6)[7'd )pl,

6y i=1 \p
alq

i—1——n —
where D = (n— ¥ L) nook i
l=1pi =11

In [3], Zhao and Chung introduced the following inequality.

Theorem 1.4. Let %+%:1 with p; > 1, p; are constants. Let

fi(81;, ..., 6pi) be real-valued n — th differential functions defined on [0, k,;) X
X [0, ky;), where 6j; € (0,00) and 0 < kj; < §;, (j,i = 1,...,n). Assume that

ki kni

an
fi(kli' ""kni) = f f —fi(Sli, "'!5ni)d6m- "'dsli’
S T

then

1
an Bi Pi
T i8] )

€11 €n1 €nz
kll

IR .
0 00 0 0 0 (Zn (kh;].; m)) ai

dkll e dkﬂldklz e dknz e dklﬂ v dkﬂ?’l

F"u J‘kni
g

1

n €1l Eni p . =
=M [ f 1_[{ - fa(kla m) d;"nf dk:u‘ ,
=1 o j=1

]

@)

1

1 \&i=1p, =
Where M = (n -Xh Z) ' tq (€ - €0y

For more detailed information on inequalities, time scales, and fractional
calculus, see monographs [4-27, 52-61].
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AUXILIARY STATEMENTS AND PRELIMINARIES

Although the history of time scale calculation is not very long, it has
positioned itself in the field of mathematics and other disciplines of science. It
owes this position to the unification of continuous and discrete cases in
mathematics. Due to this situation, scientists in almost every field have
integrated this field into their field of study and have contributed many
innovations to the literature. Analytical solutions of differential equations in
applied mathematics and mathematical modeling in economics are just a few
examples of these application areas. Those who want more general information
can look at references [28, 42-51]. T is a time scale that arbitrary non-empty
closed subset of real numbers (R). In our study, we will take this situation of
(0,0) = (0,90) N T into consideration.

Now let's briefly give the basic concepts about the diamond-alpha derivative.

o,p:T—> T are defined by a(t) =inf{s € T:s > t}, p(t) =sup{s€
T:s >t} for t € T. o(t) is the jump operator (forward), and p(t) is the jump
operator (backward), respectively. Let a(t) > t, then t is rs (right-scattered),
and let o(t) =t, then t is called rd (right-dense). Let p(t) <'t, then t is Is
(left-scattered), and let p(t) = t, then t is called Id (left-dense).

Let u,9: T —» R* such that u(t) =o(t) —t, 9() =t —p(t). u() and
I(t) are called gm (graininess mappings).

If the time scale T has a Is (left-scattered) maximum m, then T% = T — {m}.
Otherwise T* = T.

TX is defined as follows

Tk:{'ﬂ‘\(psup'ﬂ‘,sup'll"], if supT<oo
T, if supT = oo,
and
T, = { T\ [inf T,o(inf T)], linf T| <
k= T, inf T = —oo,

Assume that h: T — R is a function. Let t be right-dense.
i) Let m be delta differentiable at t (t € T*(t # minT)), then m is
continuous at t.
ii) Let = be Ic (left continuous) at t, and t is rs (right-scattered), then m is
delta differentiable at ¢,

o (t)-m(t)

A —
0 =5
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5- -

iv)
(t) — m(s)
s

7d(t) = lim
st S

V) Let 7 be delta differentiable at ¢, then w7 (t) = m(t) + u(t)m?(t).
Let T = R, then 2(t) = n'(t), and Let T = Z, then 2 (t) reduces to Am(t).
Let K: T — R is defined as a delta antiderivative of m: T - R, then K* = n(t)
holds for all t € T, and we define the delta integral of & by

t

fﬂﬂm:x@—x@)

S

forall s,t € T.

Suppose m: R — R is a continuous function and delta differentiable on T. If
¢: R = R is continuously differentiable, then we have

(9 o m)A(s) = ¢'(r(m))m2(s), m € [s,0(s)].
Let's now give some definitions for the nabla integral.

Let m: T, — R is called nabla differentiable at t € Tj. If € > 0, then the
following inequality is provided

m(p(®)) —n(s) — 7" () (p(t) — 5)| < elp(t) — s,
forall s € V.

Let K: T — R is called a nabla antiderivative of m: T - R, then we define

t

jn(r)Vr =K(t) —K(s),
forall s,t € T. )
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In [50], Let 9(t) be diamond alpha differentiable on T for all «, t € T, then
we define 9°«<(t) by

9°=(t) =x 92(t) + (1—)9V (t)
for 0 <x< 1.

Theorem 2.1 [50] Let 9, h: T — R be diamond alpha differentiable for all o<, t €
Tand 0 <x< 1.

(i) Let (9 + h): T — R be diamond alpha differentiable for all t € T, then
@ + h)°<(t) = 9°=(t) + h°=(t).
(ii) Let k9: T — R be diamond alpha differentiable for all «, t € T, then
(k9)*<(t) = k9*<(1),
where t,k € R.
(iii) Letd, h: T — R be diamond alpha differentiable for all «, ¢t € T, then
(Wh)°=(t) = 9°x(t)h(t)+oc 97 ()R (t) + (1—)I9P (t)hV ().

Definition 2.2 [50] If 9: T — R is o—integrable for all <, b, t € T, then

t t t
fﬁ(S) 0y 0 =X fﬁ(S)A(S + (1—o<)f19(5)l75
b b b

for 0 <x< 1.

Definition 2.3 [46, 52] Let ¥ € C,4(T,R), t € T* and let 9: T > R be
diamond alpha integrable, then

o(t)
[ 9@ out =,
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The partial integration formula on the time scale is given by

y y
f u(S)W=(s) 0o s = u(SHw(s)ly — f u’=(s)w(s) o s
for 0 <x< 1.

Definition 2.4 [25, 51] (Conformable diamond-alpha derivative) Given
9:T->Rand B €T, is (4, 8) —diamond alpha differentiable at n > B, if it’s
diamond alpha differentiable at 5, and its (4, 8) —diamond alpha derivative is
defined by

ooy 9() = Ay_2(m, B9 () n>p, 4
Definition 2.5 [25, 51] (Conformable diamond-alpha integral) Suppose that

B:nu,n, €T, 9 € C(T),0<A<1,8<n; <n,, and the function 9 is called
(4, B) —diamond alpha integrable on [n4,n,] if

2 2
o 9 = [ ) ouh = [ OOIAAG DB 0an, (S)
M1 M1

Lemma 2.6 [14] If f,e € CCYy([w,plt X [w,p]1, R) are diamond alpha
integrable functions and %+$= 1 with p > 1 and let w,p € T with w < p,

then

rr
f flf(t, E)E{ta E)I oocﬂrﬁ t o{(ﬂ.,ﬁ €
@

PP % PP

< flf{t. )P o P to P e | x ffls(t, €)7o M t o AP €
w w w w

()

In this study, we prove a new fractional inequality of Hilbert-type on time

scales using the properties of Theorem 1.3 mentioned above. We also obtain

discrete cases of Hilbert-type inequalities related to some special cases of our
results.
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Main Result

Theorem 3.1 Let €, k;;,6;5,€;; €T, (i,j=1,..,n). Let p;,q;>1 be
constants and %+§T=1am let f;(81,...,6nj) be o *F—differentiable
functions and also defined on [eq, ky;)1 X ... X [€g, kn;), Where €j; € (0, )
and €y < kj; < €j;, (j,i = 1,...,n). Assume that

filkis ooes ki)

kyg  Kni
- j f A - 2 JACTAY ) °o<l'ﬁ Oni - °oc/1'ﬁ 614
0 hB 81 0P 8y

then
Emi €12 €1n enn
€a0 €o
p S
: e an ! pi
[T, (I . fsom P Y 6“}‘;(611'- S | N S 5“)
n 1
(Zn (k]_i - Eo) (kui — EO))Ef=1q,—
=t q;
o P ltyy o kg o PR o PPl e AP e PR
V 1
Eni an N p
=M f f l_[{h{ ) - k,u) oﬂﬂkl—oiﬁ'kfn(ku k)| el kg ol ke,

= g J=1
(6)

1

n 1
1\&i=1p," " ES
Where M = M(€y; ... €n;) (n — X p_l) P 1((€1i — €9) - (€ni — €0)) %

Proof. From Theorem 3.1, we obtain
ki kni

filkyp o k) < j f inaﬁ' 81i o 0B 8, fil814 s Bp) o M O og 6y;-

()
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On the other hand, by using Holder’s dynamic inequality and inequality

1
mn E
I—l .
l_[wfix qi 12 , w; >0 (i=1,..,n),
i=1 = 1(? 1—1
we obtain
n K kni
]_[lfn(kl,... wol<[ ][ - f T s et (S0 DL NN
i=1 g,
n L
< [ [0ai = o) (ko = )
=1
1
ki knfl an »i pi
iB 5 B g5
X j j |°ocA'Jr3 61,; oc"l'lg 5 fr(alu m) P 6m e O 61:
E’.’l 1
( n (ki — €q) - (kns _Eo)) =tai
=t q;
=
1" T
(n-Zmy)

1

n Feyg kni pi pi
" (I _[ |o LE § o MB 6 ﬁi(é‘lf' '"'5:1!?) °0C)L'B 611;' °0C;{"8 511) '
_1 o 1i ni

13

(8)
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n
Divide (8) by ( o
inequality and h(n) = n, we have that

(k1i—€o)---(kni—€o)

yr L
) i then using dynamic Holder

€n1 €1z Enz Enn
EIEEEE
o 1
K e an i B
n?=1 L— Y L— " A . A, _ﬁ{’-?lﬂ R 6::[] {'Or:‘a"ﬁl 611:' {'E!:A"G 81:'
o (O PR
n L
(E:q_ (kyi — €g) v (kg _En))ziz*‘?i
=1 q;
oo™ Kyg o oo kng - o B ki3 .. o B kna o o P ki oo ag P kun
n 1 E?:Lpil'_n
A
=P
1
n Fiu  ni B
l_[ f f (f f |o B G o B G filBr - r'l) QWA"B Bng o 0P SJ.:') e LT
=ley, & ‘e & H

(“-Z

)Ez J.pl -n

]_[({eh ~ g) e (e — )

L

ni Feng
(I f(f f OK"E{S]_ ‘1'35 f('slu--- :lij
€o €
L
an i g g i
L | Ej j 1_[(61 - o_x.l.f;‘ ky; "_Q‘xﬁ,'ﬂ kmff(klf'"'-kn[) 0™ K e 0™ Ky
1
an Pi o
=M j j 1_[(}1(5.11 I'i' L S ,ﬁ(klf---wkm') o:xj"'lg Kni '--o-xA"S ki | -
=L\G 5 e w o i
Remarks 3.2

i. InTheorem3.1,letT = Z, x=

Theorem 2.1 in [3].
ii.
Theorem 2.2 in [3].

In Theorem 3.1, let T = R, x=

0, and A = 1, then we see the results of

0, and A = 1, then we see the results of
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Corollary 3.3 In Theorem 3.1, let <=0, if we take f;(6;) instead of
fi(kqi, v, kyy), then we see f;(e5) = 0,
and then we obtain

ky ky  kp
ACHI]
f j j = — 00(/1,/3 On °o<A'B On-1 - <’ocﬂL”B’ 01
€0 €0 €o n (Bi— € )) i= qi
i=1 qi
i

PO 0t 50t 6, | L (9)

f (hCk) — h(8D) |

1
n 1 Z?:1p—i—n n %
where § = (n — XL, - i=1(k; — €9
1A

Remarks 3.4 Let n = 2, x= 0, in Corollary 3.3, if p;,p, > 1 with 1/p; +
1/p, =1, and0<A=2-1/p; —1/p, =1/q, + 1/q, < 1, inequality (9)
reduces to inequality

1 1
I f (q [71(6)11/2(82)] o B g, 0 B G, < (ky — €)7:(k, — €5)%2

(61 — €0) +q1(62 — Eo))w " T (wqiq2)v

€0 o

Fey
x ( | (e = nee)

1 1

(2% ka P2
o_xllnﬁ 1251 01,1,5 Dz
f (61)| o MF 31) (f (h(kz) - h(ﬁz)) I (Bz)l 0™ 62) .
Conclusion

Hardy and Hilbert inequalities in different structures have been presented by
researchers before. In this study, we have constructed new structures of Hardy-
Hilbert inequalities in time scales for diamond alpha calculation. To be more
precise, we have constructed a new form of Hardy-Hilbert inequality in time
scales. The results we have obtained will be a source of motivation for our work
in different fields.
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Chapter 4

On n-Dimensional Hilbert-Type Inequalities on Time Scale
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INTRODUCTION

In general, inequalities and their different forms have a considerable place in
harmonic analysis and other application areas. One of these is the well-known
Hilbert inequality in mathematics. These integral inequalities also play an
important role in calculating time scales, which combine continuous and
different forms of cases. At the same time, these integral inequalities are one of
the main cornerstones of applied mathematics. Before starting our work, we
think giving some information about Hilbert's inequality will be useful. If the
reader wants, he can look at the references section at the end of this work for
more detailed information.

In [1], the theorems we give below are well-known classical statements
about Hilbert's inequality.

Theorem 1.1. Letp,qg > 1,~+-<1l,and0<w=2—-~-=214+1 <1
p q p q p q
then
1 ]
ol o o0 ol o0 E
Syl cn(Y ) (Yo
(J+ow J
j=1i=1 j=1 i=1 0

where D = D(p, q).

Theorem 1.2. Let f € LP(0,0), g € L9(0, ), and let p,q,p’,q',w be as in
Theorem 1.1, then

1 1

[ [ f®90) [ “(f '
J- J’ o +ﬁ'J“' drdy =D (J’ f"'il']dl') (Jr g“"fv]d}') .
o a J O /

0

)
where D = D(p, q).

In [2], Zhao et al. introduced a new inequality that is compatible with the
structure of Theorem 1.2.
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Theorem 1.3. Let %+%= 1 with p; > 1, m; = 1. Let differentiable

function f;(8;) on [0,k;), where k; € (0,0). Assume f;(0) =0 for (i =
1,...,n). Then

}} f” llﬁm(ﬁ)l Td6,d6,,_; . d81<D1_[(f(k 6 |, (8),ﬂ(8)|p‘d6)m,

o 0 n Yi i=1 \p
Zl_lq;)

1 ?—1i_n L
where D = (n - ?ﬂE) o feq Tk
For more detailed information on Hilbert inequalities, see monographs [3-27,
52-61].

PRELIMINARIES

Although the history of time scale calculation is not very long, it has
positioned itself not only in the field of mathematics but also in other disciplines
of science. It owes this position to the unification of continuous and discrete
cases in mathematics. Due to this situation, scientists in almost every field have
integrated this field into their field of study and have contributed many
innovations to the literature. Analytical solutions of differential equations in
applied mathematics and mathematical modeling in economics are just a few
examples of these application areas. Those who want to have more general
information can look at references [28, 42, 43, 44, 45-51]. T is a time scale that
arbitrary non-empty closed subset of real numbers (R). In our study, we will
take this situation of (0, ) = (0, ) N T into consideration.

Now let's briefly give the basic concepts about the diamond-alpha derivative.

o,p:T—> T are defined by o(t) =inf{s € T:s > t}, p(t) =sup{s€
T:s >t} for t € T. a(t) is the jump operator (forward), and p(t) is the jump
operator (backward), respectively. Let o(t) > t, then t is rs (right-scattered),
and let o(t) =t, then t is called rd (right-dense). Let p(t) < t, then t is Is
(left-scattered), and let p(t) = t, then t is called Id (left-dense).

Let u,9: T - R* such that u(t) =a(t) —t, 9(t) =t —p(t). u() and
I9(t) are called gm (graininess mappings).
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If the time scale T has a Is (left-scattered) maximum m, then T = T — {m}.
Otherwise T* = T.

TX is defined as follows

T* :{’H‘\(psup’]l",sup']l‘], if supT <o
T, if supT=oo,
and
T, = { T\ [inf T,o(inf T)], linf T| < o
K =

T, inf T = —co.

Assume that h: T — R is a function. Let t be right-dense.

i) Let m be delta differentiable at t (t € T*(t # minT)), then = is
continuous at t.

ii) Let = be Ic (left continuous) at t, and t is rs (right-scattered), then m is
delta differentiable at ¢t,

w7 (t) — m(t)
u(t)

(1) =
ii) Let  be delta differentiable at ¢ and Lim w then
S -

T2 (t) = lim M
st t—s

iv) Let 7 be delta differentiable at ¢, then w7 (t) = m(t) + u(t)w(t).
Let T = R, then w2(t) = n'(t), and Let T = Z, then w2 (t) reduces to Ar(t).

Let K: T — R is defined as a delta antiderivative of : T — R, then K2 = m(t)
holds for all t € T, and we define the delta integral of = by

t

jT[(T)A‘L’ =K(t) — K(s),

N

forall s,t € T.
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Suppose m: R — R is a continuous function and delta differentiable on T. If
@: R — R is continuously differentiable, then we have

(p o m)A(s) = @' (m(m))mi(s), m € [s,0(s)].
Let's now give some definitions for the nabla integral.

Let m: T, — R is called nabla differentiable at t € T,. If € > 0, then the
following inequality is provided

[n(p(0) — () = 7 (D) (p(2) — 5)| < elp(®) —sl,

foralls e V.

Let K: T - R is called a nabla antiderivative of : T — R, then we define

t

f 2OV = K(t) — K(5),

N

forall s,t € T.

In [50], Let 9(t) be diamond alpha differentiable on T for all o, ¢t € T, then
we define 9°«(t) by

9°%(t) = 92(t) + (1—)9V (t)
for 0 <«x< 1.

Theorem 2.1 [50] Let 9, h: T — R be diamond alpha differentiable for all «
,t ETand 0 <x< 1.

(i) Let (9 + h): T — R be diamond alpha differentiable for all t € T, then
@ + h)°<(t) = 9°=(t) + h°<(t).
(i) Let k9: T — R be diamond alpha differentiable for all «, ¢t € T, then

(k9)°=(t) = k9°=<(t),
where t,k € R.
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(iii) Letd9, h: T — R be diamond alpha differentiable for all «, ¢t € T, then
(Oh)*=(t) = 9°<(t)h(t)+x 97 (£)hA(t) + (1—)IP ()R (L).

Definition 2.2 [50] If 9: T — R is ¢, —integrable for all <, b, t € T, then

t t t

fﬁ(&) 0 8 = fﬁ(&)A6+ (1—«)!19(5)\75

b b

for 0 <x< 1.

Definition 2.3 [46, 52] Let 9 € C,4(T,R), t € T* and let 9:T > R be
diamond alpha integrable, then

o(t)
f 9(D) o0 T = H(DO(D).

t

The partial integration formula on the time scale is given by

y y
fu(s)w°“(s) 0o 5 = u(S)w(s)Iy — f ux<(s)wo(s) ox S
for 0 <«x< 1.

Definition 2.4 [25, 51] (Conformable diamond-alpha derivative) Given
9:T->Rand B €T, is (4, 8) —diamond alpha differentiable at n > B, if it’s
diamond alpha differentiable at 5, and its (4, 8) —diamond alpha derivative is
defined by

ouy 9(1) = Ay (1, B () n>pB, (3)

Definition 2.5 [25, 51] (Conformable diamond-alpha integral) Suppose that
B,ni,n €T, 9€C(T),0<A1<1,8<n, <n,, and the function 9 is called
(1, B) —diamond alpha integrable on [n,n,] if
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2 2

w9 = [ 9 ook = [ FOM @B 0an, @

RS M1

Lemma 2.6 [14] If f,e € CCYy([w,plr X [w,p]1, R) are diamond alpha
integrable functions and %+ % =1 with p > 1 and let w,p € T with w < p,
then

P
f f|f(r €)e(t,€)| og™F t o MF €

1 1

P P P L a
= (f f If (£, )P o™ to M e | x (f f |e(t,€)[7 o M t o AP €
[T V] Lol b

®)

In this study, we prove a new fractional inequality of Hilbert-type on time
scales using the properties of Theorem 1.3 mentioned above. We also obtain
discrete cases of Hilbert-type inequalities related to some special cases of our
results.

Main Result
Theorem 3.1 Let €y, 7, ki, 0;,€, €T, (i =1,..,n). Letp;,q; > 1,m; = 1 be
constants and i + i = 1 and let ¢, »# —differentiable functions and f;(6;, €;)

bi qi
be decreasing on [eq, k;)T X [€0, T;)T and f; (€, €;) = fi(0;,€0) = 0 (i=1,...,n).

o AB 0 AB o AB o AB - - -
Let f;"*1 ,f; =2 , f; 12 = f; =21 partial derivatives of;f and let

- oxflw%cfzw —_— oo P *2 _ pouP
(fi"(6,€)) S| mifi" (6 €)fi (6, €) = f;i 12 (0;,€;),
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then

ky Ty Tn
m
j J‘ J- f ]-[I 1”’: (9 E)l llﬂ En um‘a'ﬁ Bn ...‘?nc)“ﬁ £y ¢|xlﬁ 61
@n @ (g, O el w)t &
i

1

(r Pi
EBH(I J‘“‘!{k} h(ﬂ])(&{f h{EJ]lﬂmlz(ﬂ -E) ¢ A,GE N ;‘pa) -
(6)

=1 Ny £

ZTL

1
where B = B(k 1y, ..., knTy) = (n -3 1, ) 1,,1 eal (ki — €0) (1 — €0)]4t.

Proof. We can write the following inequality

fi"(8,,€) = f;"(6,€) — ;" (€0, €) — f;7 (6, €0) ;" (€0, €5)

: A8
= [ Cneed)™ ol n,- f (€)™ ol

H{ff‘(m,s)) (T €)™ ] B

8i e

I j [mﬁ (e @)f (n.,qaf)] NM? n o @,

€p €p

i e

o AB
= f ff: “12 (1, ;) on PP Q; 0p P 1;-

€n €p (7)
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Applying (5), we have

91 4]
l_lf“‘{ﬂ E)fil_” ff"‘t"(n @) o ;0 M
i= lEn €0
1
n " 8: i . i
<] J(@ - —EU)WU [ £ (0 028 9,048 *h) |
i=1 €y €o (8)
Applying the following inequality
n 1 nl n
i=1 [ '=1
we find
S AR CIAD]
1
( n (6 — 50)(61_50)> llql
i=1 q
L
0 1
nl 11p—"n ieiow . . Di
n- 2— 1_[ J ffi““(mxpi)ooc oot ] . (9)
—i Di L
i=1 =1 €y €o
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From inequality (5) and Fubini’s theorem, we see that

ky 1y

| n Tirg e
f f f Hr’=1|fl (6!;51)' — %(fl-ﬂ €n omﬁ.ﬁ B ._.%(zl.ﬁ & QD(A"B g,
& €0 o0 € En IM)E@E

i

1

p;
°01AJE @i %(11-.3 Hi) OD(;LB i "ocl"g '9:'

P,
fi’ iz (176 91)

S

= i=1\ &5 g9 \€p €o

1

n((k —€0)(Ti —€0) )@ (f j—l(f f o @y o ME ’Ii) o ME €y 0p P 31‘)E

n ki T Pi
= (f f(k 6t — e | o= o, e,) ﬁ'e,exﬂai-) )

i=1

fi" it (n: @1)

S|

. (10)
Using k; < h(k;), we obtain
o fn o n T
A i3 9',6-
f f f f i=1lfi (6, )l - i<>0(/1.ﬁ’ €n oo P 0, .0 /1561 1391
€0 €0 €0 €0 ( n (ei—fo)(fi—eo)) =1q;
i=1 a;
L
ki 7
= f J (h(ky) — h(6))(h(r)
i=1 \gy €
1
. 2 pi pi
- ne)|f B e o M g
Remarks 3.2

i. InTheorem3.1,letT =7Z,x= 0,4 = 1, and &; = 1, then we see the
results of (Theorem 1.2, [2]).

ii. InTheorem3.1,let T = R, x= 0,1 = 1, then we see the results of
(Theorem 1.4, [2]).
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Corollary 3.3 In Theorem 3.1, let n=2,m; =m, =1. Also let

AB AB_ AB AB AB, AB
f1°o(12 (01, El) == f°o(2 foq (91; 61)1 f2°°(12 (911 61) = f°o<2 *o1 (62'62)‘

If py,p, > 1 are such that —+—>land 0<w=2———— =214

P1 P2 P1 D2 q1
qi < 1, inequality (6) reduces to
2

ky 1y gk T2
J’ J’ 1A 0B e )l fo( 82082 o Mg o ME o | AE g o L -
JIV e -e)a - tab - e -) T T T
1 1 Nt
= W((h —epl(my — €0) )3 ((ks — g0 )72 — &))@
. 1
1T Dy
x( [ [ e~ n@nutr — meey |4 o] o 6, 0 )
kz T2 r.li
( [ [ty m@nthir ~ hiep | B 0a® 6 0% e:) .
o S0 (11)
Remarks 3.4
i. LetT =R, x=0,4=11in(11), theninequality (11) reduces to
ii.
F T 1A elfa(8ne
JACEDTACES] 1 PO
f f (J (p1 6161 + Gy 0262)" 46d fz)d fda= W(h[‘)m(kzw -
oo o 0
1
ky Ty Py
E (j j (ky — 8,001y — )16, Co f1( 85,6, )Pr d 6,d 51)
[
1
ks 15 P2
(f f(kz — 62))(T3 — €)IC,Caf5( 63, €,)|P= d 6,d ez) :
0 0 (12)

iii. Let T =Z,x= 0,4 = 1in (11), then inequality (11) reduces to
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my  my my  ng |B1(64, €1)]|F2(02,€2)] 1 1 L1
= (myny)9:(m,n,) @
Z Z ( Z (p16,€; + q16,€6,)" ) (wquq)* 1 2z

fa=1€.=1

1

My oy P1
A A Py
x Z {J‘ll - ’51}{:m1 - 91:] |°ctl 3“0:2 # 181.(91-61.]
8,=1e,=1

1
Mg Mg Pz
AB A P2
(Z Z (n, — €,)(m; — 6,) |°u1 Fous? Bz(ﬂz-éz]| ) :

B;=1e5=1

(13)

Corollary 3.5 In Corollary 3.3, if we take w = 1,p; = g5, and p, = g, with

L+l =2421 =1 then inequality (11) reduces to
D1 D2 q1 qz
ky Ty gka T2
A8 e)llfa( B2 82)l A8 LE 18 18
BT a. O 2 | % [} L
J J (i E.[ (ﬁ( B — o) &1 — &) +fj'1( B2 — gl &2 —En]) - E . £
< ((ky — )iz, — ¢ ])l_ﬁ{(k. —e)(Ts — ¢ ))l'ﬁ
= PLaL 1 Q 1 o 2 o 2 o
ke T 1
L A AR P b
x| [ [t —meon e ~menp [ (o ] 0.2 0 ey
ka Tz ﬁ
7 A [ ] .
(—f f(ﬂ-(k:)—Enl(ﬂ'["':)—fnllf""irc“‘ﬁ(‘;:rf:]l o B &, o M E:) .
En En (14)
Remarks 3.6

i. InCorollary 3.5, If wetake T = R, <= 0,4 = 1, we have Theorem 4 in [27].
ii. InCorollary 3.5, If we take T = Z, x= 0,41 = 1, we have Theorem 3 in [27].

Conclusion

The inequality of Hilbert’s in the different structures has been presented
before. In this study, we have taken n-dimensional Hilbert inequalities on time
scales for diamond alpha calculation and have created new inequalities of the
results presented in previous studies. To be more precise, we have created a new
form of inequality of Hilbert’s on time scales. The results we have obtained will
motivate us to work in different areas.
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1. Introduction

Breast cancer is a highly heterogeneous disease with significant variability in
morphologic and pathologic features. Breast cancer, like skin and lung cancer, is
a risky type of cancer that can metastasize to other organs (Den Oudsten, der
Steeg, A., & De, 2012; Leone & Leone, 2015). Genetic and epigenetic changes
in genes regulating mammary epithelial cell proliferation, survival, polarity, and
differentiation likely initiate breast carcinogenesis.

Breast cancer has different molecular subtypes based on gene expression
profiles (Mota et al., 2017; Yee, Borgia, Semenova, Campbell, & Booth, 2023).
The most common molecular subtypes are luminal A, luminal B, HER2-positive
(human epidermal growth factor receptor 2), and triple-negative (TNBC) cancers
(Harbeck et al., 2019; Igbal Memon, Din Ujjan, & Masroor Bhatti, 2023).
Luminal A cancer comprises estrogen receptor-positive (ER+) and progesterone
receptor-positive (PR+) cells. This type of cancer has a lower cell division rate
than other molecular subtypes and generally has a better prognosis. Luminal B
cancer consists of ER-positive cells but may not be PR+. This type of cancer is
more aggressive and has a higher cell division rate than the luminal A type.
HER2+ cancer cells produce extreme amounts of HER2 protein. This type of
cancer requires a different treatment approach than other molecular subtypes. The
TNBC consists of negative cells for both ER and PR receptors and does not have
HER?2 protein. This type of cancer can be more aggressive than other molecular
subtypes, and treatment options are limited (Den Oudsten et al., 2012). Having
HERZ2, activation of ER and/or PR receptors, as well as BRCA (breast cancer
gene) mutations, which are among the molecular characteristics of breast cancer,
determines the propensity of the disease (Harbeck et al., 2019). These molecular
subtypes of breast cancer are essential for its diagnosis, prognosis, and treatment.

Recently, the focus of research has shifted from the tumor mass to the
biological character of the tumor, with the molecular level of cancer disease
elucidated. In this respect, it is known that the success rate of an individualized
cancer treatment that focuses on the cell in the tumor mass that appears in the
patient increases. In addition, since breast cancer is a heterogeneous disease in
general, multidisciplinary approaches should not be ignored when aiming for an
effective treatment. Breast cancer is 70-80% curable if it is diagnosed early and
is not metastatic (Harbeck et al., 2019).

Cancer treatments consist of various methods used to destroy or control its
growth. Determining a treatment strategy depends on the type and stage of cancer,
as well as the condition of the patient’s health. Cancer treatments include
chemotherapy, radiotherapy, surgery, and immunotherapy. Currently, two major
approaches are used to control breast cancer: regional intervention (surgery and
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radiation therapy) and systemic treatment. The molecular character of the tumor
greatly influences which treatment approach is chosen, such as chemotherapy,
anti-HER?2 therapy for HER2+ patients, endocrine therapy, and immunotherapy
(Harbeck et al., 2019). However, current therapies are not fully adequate for the
treatment of invasive breast cancer. In such patients, current therapies aim to
control symptoms, improve the patient’s life quality, and prolong survival, even
to some extent (Igbal Memon et al., 2023). These goals accompany the planning
of numerous ongoing studies.

Multiple therapies, proposed as a combination of therapeutic approaches,
improve the clinical management of diseases (Farokhzad & Langer, 2006).
Especially in the fight against a multifaceted and treatment-resistant disease such
as cancer, the ability to strike the disease from many angles at once increases the
effectiveness of treatment. For example, combining hyperthermia, which aims to
treat by increasing the temperature in the target tissue, and immunotherapy,
which uses the patient’s defense system, with other treatments (chemotherapy,
radiotherapy, etc.) increases the effectiveness of treatments. Immunotherapy
boosts the efficacy of surgery, chemotherapy, hyperthermia, radiotherapy, or
targeted therapies used in cancer treatment (Chen & Mellman, 2013).

2. Passive immunity for breast cancer

The immune system plays an extremely important role in cancer
development and in response to chemotherapy and clinical outcomes. Metastatic
breast cancer is a heterogeneous disease that influences immune cells in the
bloodstream and might lead to systemic immune anomalies. Tumor-infiltrating
lymphocytes (TILs) are associated with a high pathological response to
neoadjuvant chemotherapy in aggressive breast cancer (Poncin et al., 2021;
Wagner et al.,, 2019). Circulating immune cells, including neutrophils,
lymphocytes, and eosinophils, affect responses to chemotherapy and cancer
outcomes. On the other hand, TILs are crucial in improving the chemotherapy
response and clinical outcomes in all breast cancer subtypes.

To form a tumor mass, cancer cells can escape the immune system through a
decrease in antigen presentation, a diminution of immune effector cells, and an
increase in the expression of checkpoint molecules. The presence of TILs is
reduced in ER+ breast cancer. TILs are more common in HER-2+ and TNBC,
but also in hormone receptor-positive breast cancer. A study on immune cells
related to ductal carcinoma found that 28% of cases were TIL-high (Agahozo et
al., 2020). In this study, it has been reported that cases with ER+ HER2+ subtype
have a higher proportion of CD8+ T cells than TNBC cases. The increase in ER
expression may be responsible for this effect. This creates a Th2 immune
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environment and lowers the number of MHC class Il molecules in breast cancer
cells. Classical HLA molecules (-A, -B, and -C) are down-regulated in 30-40%
of higher-grade breast tumors (Nicolini, Rossi, & Ferrari, 2023). In contrast, non-
classical HLA-E, HLA-F, and HLA-G molecules promote immune escape.
TNBCs have lymphocyte-predominant tumors, benefiting from a 10% increase
in TIL (Stanton & Disis, 2016). HER2+ breast cancers have similar immune
infiltrate levels (Hwang et al., 2019). Hormone receptor-positive HER2-negative
tumors have the minimum immune infiltrate but show a worse prognosis with
increased FOXP3 (forkhead box P3, a protein from the FOX family) regulatory
T-cell infiltrates.

Immune evasion may occur via the involvement of molecules in antigen
presentation and mutations in interferon (IFN) response genes (Gatti-Mays et al.,
2019). Pathway changes that promote cancer growth, such as mutations in the
PI3K (phosphoinositide 3-kinases) pathway, are essential for suppressing or
inhibiting the activation of T cells. Elevated frequencies of programmed cell
death ligand 1 positive (PD-L1+) tumor-associated macrophages and depleted T
lymphocytes with exhaustion were seen in high-grade ER+ and ER— cancers
(Wagner et al., 2019). Another study demonstrated that the HER2+ subgroup had
the lowest PD-L1-SP142 expression on tumor cells, indicating a more robust
antitumor immune response in HER2+ ductal carcinoma in situ (Agahozo et al.,
2020). Also, HER2-negative metastatic breast cancer caused elevated monocyte
levels and reduced CD4+ T cells (Chauhan et al., 2024).

Tumor cells could increase the production of indoleamine-pyrrole 2,3
dioxygenase (IDO) in response to interferon-gamma and ER signaling. Cancers
classified as ER+ exhibit elevated levels of IDO compared to ER cancers
(Nicolini et al., 2023). A study examining the expression and distribution levels
of FoxP3 and CD8 in breast carcinoma found that overexpression of FoxP3 and
a high FoxP3+/CD8+ ratio were associated with adverse outcomes in terms of
both overall survival and disease-free survival (Peng et al., 2019). The CD8+
cytotoxic T lymphocytes (CTLs) and FoxP3+ regulatory T (Treg) cells might
behavior as prognostic markers for breast cancer patients. Patients with metastatic
breast cancer who exhibit systemic immunological markers have an immune-
suppressed environment, which is associated with persistent chronic
inflammation. However, in a normal process, Treg cells maintain immune
homeostasis in the body by suppressing excessive immune system reactions. In
contrast, in cancer like breast cancer, this role reverses to promoting tumor
development and growth (Liang et al., 2015). The immunosuppressive effect of
increasing Treg cells in the tumor microenvironment contributes to cancer
progression, which diminishes immune responses to cancer. In breast cancer, a
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significantly higher number of Treg cells has been considered as the marker of a
poor prognosis (Hashemi et al., 2020). Treg cells suppress the activity of
antitumoral immune cells, such as CD8+ cytotoxic T cells and NK cells (Hashemi
et al., 2020; Togashi, Shitara, & Nishikawa, 2019). This suppression is usually
mediated by molecules such as CTLA-4, IL-10, and TGF-B. These molecules
inhibit the activation of T cells and limit antigen presentation by impairing the
function of dendritic cells (DCs). In these ways, Treg cells resist
immunotherapies, creating resistance to therapies and reducing their
effectiveness in cancer treatments. Hence, therapeutic strategies that inhibit
function of Treg cells enhance immunotherapies’ effectiveness (Shan,
Somasundaram, Bruno, Workman, & Vignali, 2022).

On the other hand, tumor-promoting immune cells, including Treg cells and
myeloid-derived suppressor cells (MDSCs), perform an essential function in
maintaining immune homeostasis and peripheral tolerance (Binnewies et al.,
2018; X. Lei et al., 2020; Sadeghi, Dehnavi, Sharifat, Amiri, & Khodadadi,
2024). Granulocytic or polymorphonuclear MDSCs (PMN-MDSCs) and
monocytic MDSCs (M-MDSCs) are two types of tumor-promoting immune cells
within the tumor microenvironment (TME) (Gatti-Mays et al., 2019; Zhao et al.,
2018). They have the potential to increase angiogenesis, stimulate cancer cell
migration towards endothelial cells, and facilitate metastasis. Inhibiting MDSC
trafficking has been shown to enhance T cell-based immunotherapeutic efficacy.

To summarize, TILs, Treg cells, MDSCs, and some mediator molecules
(IFNs, IDO, etc.) significantly impact the treatment response and prognosis of
breast cancer. Oncogenic cells have mechanisms to evade the immune system,
affecting treatment outcomes. Different breast cancer subtypes vary in their
immune profiles, which influences treatment strategies. Finally, examining
immune responses and immune-related molecules might serve as biomarkers for
estimating the rate of breast cancer development and therapeutic efficacy.
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3. Immune cells in the tumor microenvironment

In carcinogenesis, cancer development, and metastasis, the TME is an
essential player. Additionally, immune cells play a crucial role in treating and
preventing breast cancer (Figure 1). Effector T cells, DCs, natural killer (NK)
cells, M1 polarized macrophages, and N1 polarized neutrophils are types of anti-
tumor immune cells (X. Lei et al., 2020; Sadeghi et al., 2024). These cells
recognize neoantigens and ligands, serving in chronic inflammation and
immunosurveillance. CD8+ CTLs are the primary lymphocyte subset that
eliminates cancer cells that express major histocompatibility complex class |
molecules (MHC-1). Antigens presented by DCs can induce the transformation
of CD8+ T cells into effector CD8+ T cells that possess cytotoxic capabilities
(Sadeghi et al., 2024). Activated CTLs can move into the inflammatory
environment as directed by chemokines, facilitated by the expression of CXCR3
(C-X-C Motif Chemokine Receptor 3). Besides, CD4+ T cells can stimulate the
activation of DCs by delivering tumor antigens to CD8+ T cells or by triggering
the synthesis of cytokines and co-stimulatory molecules, promoting the activation
of DCs and enabling them to activate CD8+ T cells efficiently.

As breast cancer progresses, immune cells infiltrate an increase in tumor
parenchyma and stroma, including DCs, B cells, CD4+ and CD8+ cytotoxic T
cells, and macrophages. Adoptive transfer of breast TILs is one experimental
approach that has the potential to reverse metastases and encourage the
development of novel T-cell immunotherapy treatments. yd T-cells and NK cells
in the TME have also been associated with better prognosis in all breast cancer
subtypes (Alaluf, Shalamov, & Sonnenblick, 2024; Sadeghi et al., 2024).
Understanding these roles is essential for the prevention and treatment of breast
cancer.

Although the exact function of B lymphocytes in the TME as tumor
antagonizers is poorly understood, they have been associated with positive
therapeutic results in breast cancer patients (Laumont, Banville, Gilardi, Hollern,
& Nelson, 2022). According to some research, B cells may promote cancer by
reducing CTL function, increasing angiogenesis, and attracting MDSCs through
cytokines. It has been reported that Treg cells and Breg (B regulatory) cells are
interdependent in the development of metastasis in breast cancer patients
(Ishigami et al., 2019). The specific roles of various subsets of tumor-infiltrating
B lymphocytes within the TME are expected to be revealed by future research.
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Figure 1. Classification of cell types involved in the identification and destruction

, tumor growth facilitation, and

In IMMmunosuppression

of cancer cells, as well as

Immune evasion.
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4. Immune-boosting vaccines and therapies for breast cancer

Immunotherapy targets tumors specifically while minimizing damage to
healthy cells. Various strategies are employed to utilize the immune system for
cancer treatment, including cancer vaccines (therapeutic peptide and protein-
based, B cell-based, dendritic cell-based, and DNA/mMRNA-based), immune
checkpoint (PD-1, PD-L1, CTLA-4) inhibitors, directed monoclonal antibodies,
antibody-drug conjugates, bispecific antibodies, adoptive cellular therapy, TLR
agonists, autologous tumor cells, cytokine-based immunotherapy, yo T cells,
tumor-associated macrophages, oncolytic viruses, and immuno-metabolic targets
(Alaluf et al., 2024; Davodabadi et al., 2022).

A study compared the effects of margetuximab and trastuzumab combined
with chemotherapy on survival in patients with previously treated HER 2-positive
breast cancer. Their research focused on polymorphic allelic variations (158V or
158F) of CD16A, suggesting enhanced survival for margetuximab in CD16A-
158FF patients and trastuzumab in CD16A-158VV patients (Rugo et al., 2023).
Another study uses murine HER2+ breast cancer models to test the effect of anti-
HER2/neu and anti-4-1BB monoclonal antibody (mAb) combination therapy and
found that adding anti-4-1BB mAb to anti-HER2/neu mAb potentiated the
cytotoxic antitumor response. However, this combination therapy was shown not
to evoke immune memory, and tumors recurred. It has been stated that this
situation can be overcome with the dose regulation of anti-4-1BB mAb to 1 mg/kg
(Kim et al., 2022).

However, T-cell activity is regulated by modulating the creation of
costimulatory signals via several mechanisms. T cell activation encompasses (i)
the primary signal, which comes from the binding of the T cell receptor (TCR) to
the MHC molecule presented by an antigen-presenting cell (APC), and (ii) the
costimulatory signal, which may result from several specific T cell-APC
interactions (Chae et al., 2018). Several signaling pathways have been implicated
in the modulation of T cell activity, including CTLA-4, PD-1, and PD-1/PD-L1
checkpoint inhibitors. In a study developing a tetravalent bispecific PD-1 x
CTLA-4 molecule (MGDO019) to achieve optimal co-blockade of PD-1
neutralization and maximal CTLA-4 inhibition, experiments were conducted in
vitro in human cells, Cynomolgus monkeys and humans (Berezhnoy et al., 2020).
In solid tumor cancer indications, such as breast cancer, combined
immunotherapy using antibodies directed against PD-1 and CTLA-4 has shown
better clinical effects than single pharmaceuticals.

Another cancer therapy involves the use of autologous tumor-infiltrating
lymphocytes. In adaptive cellular therapy (ACT), a small number of anti-tumor
cells with appropriate properties are taken from the individual, identified, and

87



then grown ex vivo for treatment (Rosenberg, Restifo, Yang, Morgan, & Dudley,
2008). There has been remarkable success in treating hematological malignancies
with chimeric antigen receptor (CAR)-T cell therapy, leading to the development
of new ACTs like CAR-macrophage, CAR-natural killer, CAR-natural Killer T,
and CAR-y3T (P. Zhang, Zhang, & Wan, 2023). In addition to cells, exosomes
derived from CAR-T cells by secreting perforin and granzyme B have
demonstrated efficacy in diminishing the development of triple-negative breast
cancer without noticeable side effects in vivo (Yang et al., 2021).

Tumor-based cancer vaccines have several advantages, like ensuring more
safety than chemotherapy and preventing malignant tumor recurrence through
long-term immunological memories. Nanotechnology-based nanoparticles are
used as adjuvants, immunogens, and delivery vehicles to activate the immune
system (Davodabadi et al., 2022). A study uses nanoparticles to deliver a mRNA
vaccine encoding tumor antigen MUCL1 (type 1 transmembrane mucin) to DCs in
lymph nodes, activating and expanding tumor-specific T cells (Liu et al., 2018).
The NP-based vaccine successfully expresses tumor antigen, induces a robust and
antigen-specific response against TNBC 4T1 cells, and enhances anti-tumor
immune response.

Peptide-based vaccination has been explored as an alternative to treatments
for tumors. Peptides are based on a region of the epidermal growth factor receptor
(EGFR) extracellular domain 1V, interrupting immune tolerance and stimulating
immune response against cancer. It was mentioned that the EGFR p580 antiserum
inhibited the growth of MDA-MB-453 breast cancer cells, which expresses
HER?2 but not EGFR (Doyle et al., 2018).

Lastly, bispecific antibodies, autologous tumor cells, TLR agonists, yd T cells,
tumor-associated macrophages, radiotherapy, oncolytic viruses, cytokine-based
immunotherapy, and immuno-metabolic targeting are other modalities employed
in the treatment of breast cancer.
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Table 1. Immunotherapy approaches and therapeutic targets have been examined

in various studies.

Immune Therapy Treatment Targets Reference
Margetuximab-enhanced
Trastuzumab and chemotherapy is a therapeutic (Rugo et al.,
Margetuximab option for patients with 2023)
Directed pretreated HER2+.
Monoclonal
Antibodies Treatment with anti-4-1BB mAb
anti-HER2/neu and | causes different types of (Kimetal.,
anti-4-1BB immunological memory in naive | 2022)
and activated CD8+ T cells.
Clinical practice on HER2+
breast cancer patients. (BMiche_I,
. . ermejo,
Antibody-Drug Trastuzumab ;?rsl:)lizzlznmaziba{nﬁ bE;Zy—dlrected Gondos,
Conjugates emtansine (T-DM1) ' Marmé, &

Emtansine: Cytotoxic
microtubule polymerization
inhibitor.

Schneeweiss,
2015)

Engineered
Immune Checkpoint te_trava_le?nt
- bispecific PD- Dual PD-1 and CTLA-4 (Berezhnoy et
Inhibitors (PD-L, |}~y A blockade. al., 2020)
PD-L1, CTLA-4) '
molecule
(MGD019)
Exosomes produced
Adaptive Cellular by mesothelin Mesothelin-expressing triple- (Yang etal.,
Therapy (MSLN)-targeted negative breast cancer. 2021)
CAR-T cells
Iso-aspartyl (iso-Asp)-modified
EGFR p580 immune sera inhibit
Therapeutic Peptide | the growth of EGFR- (Doyle et al.,
) and Protein-Based overexpressing human A431 and | 2018)
Cancer Vaccines MDA-MB-453 tumor cells that
express HER2 but not EGFR.
MUCI1 (type 1 transmembrane (Liuetal.,
DNA/MRNA-Based mucin) to DCs in lymph nodes. 2018)
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5. Immune approaches as adjunctive therapy to conventional therapies

Immune approaches as adjunctive therapies have gained significant attention
in recent years, aiming to enhance the efficacy of conventional cancer treatments
like chemotherapy, radiation, and surgery by strengthening the immune system
in the body. These approaches include immune checkpoint inhibitors, oncolytic
viruses, CAR-T cell therapy, cytokine therapies, cancer vaccines, ACTS,
combination therapies, and personalized medicine approaches (Blattman &
Greenberg, 2004; Blattman, Greenberg, Guth, & Dow, 2004; H. Zhang & Chen,
2018). Immune checkpoint inhibitors inhibit checkpoint proteins, while CAR-T
cell therapy extracts genetically engineered T cells to target cancer cells. Cancer
vaccines enhance the immune response against specific cancer antigens, whereas
oncolytic viruses selectively target and eradicate cancer cells while eliciting an
immunological response. Cytokine treatments enhance the immune response
against cancer, and ACT infuses expanded and genetically modified immune
cells to eliminate residual cancer cells and prevent recurrence. Combination
therapies, such as chemotherapy and immunotherapy, radiation and
immunotherapy, and surgery and immunotherapy, target residual disease and
reduce the risk of recurrence. However, challenges include developing novel
strategies for tumor resistance, managing immune-related adverse events,
identifying predictive biomarkers, and optimizing therapy timing and sequence
(Emens et al., 2024; Y. Lei, Li, Huang, Zheng, & Liu, 2021).

Treatment efficacy for TNBC is greatly improved when the mRNA-
expressing tumor antigen MUCL vaccination is administered in combination with
an anti-CTLA-4 monoclonal antibody (Liu et al., 2018). Nanotechnology offers
ideal tools for multi-therapy approaches. The research combines a drug
combination  methyltryptophan-paclitaxel ~ (MP) by attaching the
immunosuppressive enzyme indoleamine-2,3-dioxygenase (IDO) inhibitor to the
chemotherapeutic agent paclitaxel (PTX) (Hu, Zheng, Xu, Gao, & Lu, 2020). MP
binds to human serum albumin, enhancing the concentration of D-1-
methyltryptophan (D-1MT) in tumors. MP NPs enhance the anti-tumor effect by
strengthening the codelivery of PTX and D-1MT in tumors. MP NPs improve the
immune environment, increasing effector CD8+ T cells and decreasing Treg
cells.

New research has shown that yd T cells are an immune effector subgroup that
might be used to create innovative cancer immunotherapies. The genotype of
mitochondrial DNA influences the composition of the gut microbiota, which
demonstrates the connections of mitochondria with y517 T cells (Kawaguchi,
Maeshima, & Toi, 2022).
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6. Conclusion

In conclusion, breast cancer is a highly heterogeneous disease influenced by
various molecular subtypes, genetic mutations, and interactions with the immune
system. Breast cancer patients are cured via different treatment methods, such as
surgery, chemotherapy, and radiation therapy, alongside advanced
immunotherapy techniques. Understanding the TME and the immune system’s
involvement is critical in improving prognosis and treatment response. In breast
cancer, TILs assist as prognostic indicators for chemotherapy response and
survival. Immunotherapy such as immune checkpoint inhibitors, cancer vaccines,
CAR-T cell therapy, and other adjunctive therapies have offered promise as an
adjunct to the existing treatment regimens. Such agents, which harness the
immune responses to eradicate cancer, have been shown to increase the survival
rates of patients with especially very aggressive types of breast cancer like TNBC
and HER2+. However, cancer treatment utilizing these therapies also presents
challenges regarding tumor evasion, immune-mediated side effects, and the need
for individualized strategy. Exploring potential cancer immunotherapy based on
biomarkers, new targets for drug therapy, and methods for treatment
personalization gives hope that effective and lasting control of malignancies will
be possible.
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1. Introduction

Cancer is a significant disease that threatens human health worldwide. Despite
significant advancements in cancer treatment, the morbidity and mortality rates
remain highly prevalent, according to the 2022 global cancer statistics (Bray et
al., 2018, 2024). In cancer treatment, although traditional methods such as
surgery, chemotherapy, and radiotherapy are used, each of these methods has its
own unique limitations in terms of efficacy, cost, and undesirable side effects. In
this regard, the need for novel and more effective treatment methods to address
these deficiencies has increased. Magnetic fields have been widely suggested as
a potential therapeutic modality due to their high efficacy, low side effects, wide
range of applications, and low cost advantages, and their effects on biological
systems are being closely studied by scientists (L. Zhang et al., 2017).

Magnetic fields are commonly used in industrial and agricultural production,
science and technology medicine, and other applications. A magnetic field can
have an effect on a wide range of biological metabolism and processes in cells
and organisms. In the literature, magnetic fields have been reported to have anti-
carcinogenic potential both in vivo and in vitro, additionally, that magnetic
treatment has potential for pain reduction, wound healing support, osteonecrosis,
regulation of muscle functions, peripheral nerve regeneration, and anti-
inflammation (Ding et al., 2011; Eccles, 2005; Jing et al., 2010; Kiss et al., 2013;
Schuster & Rapoport, 2016; Shang et al., 2019; Strauch et al., 2007; Suszynski et
al., 2014; Zhao et al., 2017; Zhu et al., 2017). Compared to existing treatments,
magnetic fields hold an important place in cancer therapy due to their reliability,
high efficiency, low cost, non-invasive nature and absence of scarring and
infection risks. Magnetic fields are known to suppress angiogenesis of tumor and
enhance the immune response in living organisms. Magnetic fields have an effect
on biological functions at the cellular level by affecting, cell cycle, cell
morphology, mitochondrial function, and cell membrane structure. The effect of
the magnetic field observed at the molecular level leads to tumor suppression by
interfering with DNA synthesis, reactive oxygen species (ROS) levels, epidermal
growth factor receptor orientation, and the transmission of second messenger
molecules (G. Zhang et al., 2023a). This review aims at summarising current
knowledge of magnetic field therapy on cancer and its underlying mechanisms,
as well as future prospects of magnetic field therapy.

2. Magnetic and Electromagnetic Fields

Magnetic field (MF) is the force field that forms around magnets or a moving
electric charge (PrSa & Kasas-Lazeti¢, 2018). The magnetic field produced by
natural magnets is generated by the alignment and mutual reinforcement of the
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magnetic moments of atoms in a certain order. Electromagnetic fields (EMF) are
generated by electromagnets or current-carrying wires and produce a magnetic
field that varies over time (A. Xu et al., 2021b).

In the magnetic field, the international unit Tesla (T) is the unit of magnetic
flux density. One Tesla is equal to one Weber per square meter, which is equal to
10* gauss (G), which is the unit of magnetic field in the centimeter-gram-second
system. So, 1 G = 100 pT. The magnetic flux density is proportionate to the
magnetic permeability of the magnetic field and the magnetic field strength
(Maffei, 2022b). The magnetic flux density can be calculated by the following
formula:

B=uxH

B: magnetic flux density (tesla)
1: magnetic permeability (henry/meterkilogram-second squared)
H: magnetic field strength (amperes/meterkilogram)

Frequency refers to the rate of change over time of a periodic quantity, such
as the instantaneous field strength of a low-frequency electric or magnetic field.
The unit of frequency, a measure of the number of cycles per unit of time, is the
Hertz (Hz) (Anonymous, 2024). The power flux density of the electromagnetic
field (S), consisting of the energetic fractions of the magnetic field and electric
components, is measured in watts per square meter (W m) (Maffei, 2022a).

2.1. Classification of Magnetic Field

Magnetic fields (MF) are categorised into two types according to their
properties: constant magnetic field (CMF) or dynamic magnetic field (DMF) (Y.
Liu et al., 2024a). CMF can be generated by permanent magnets or solenoids with
unidirectional currents, also called as magnetostatic field (MSF) or static
magnetic field (SMF) (G. Zhang et al., 2023b). DMF can be categorised
according to the mode of magnetic field generation, which varies with time:
geomagnetic field (GMF), pulsating magnetic field (PuMF), pulsed magnetic
field (PMF), and alternating magnetic field (AMF) (Hildebrandt, 2002; A. Xu et
al., 2021a; G. Zhang et al., 2023b). AMFs are produced either by a regularly
moving magnet or by an electromagnetic coil with a current of a given frequency.
PMFs are generated by electromagnetic coils fuelled by current pulses, PuMFs
by electromagnetic coils fuelled by current from rectifier data and GMFs by the
Earth and the ionosphere (Guo et al., 2024; Maffei, 2022a).

SMFs are classified according to the magnetic field intensity as low MFs (<1
mT), medium MFs (1 mT - 1 T), high MFs (1 T - 5 T) and ultrahigh MFs (>5 T)
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(Hunt et al., 2009; Y. Liu et al., 2024b; Van Huizen et al., 2019b). According to
frequency, magnetic fields can be subdivided into low frequency MF, radio-
frequency MF, medium frequency MF and high frequency MFs (Figure 1) (Y. Liu
et al., 2024b). The treatment of magnetic fields involves two mechanisms: non-
thermal effect (non-ionising radiation, NI) and thermal effect (ionising radiation).

Figure 1. Classification of magnetic field types.
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2.2. Use of Magnetic Field in Biological Systems

Magnetic fields have been known to have biologically effects on living
organisms since the mid-19th century through the induction of electric fields and
currents (Gaffey & Tenforde, 1981). Specific magnetic properties, so-called
biomagnetism, are known to exist in different tissues and organs in organisms (G.
Zhang et al., 2023b). In the literature, it has been reported that the magnetic
susceptibilities of cellular lipid protein, and water components in living
organisms differ (Zablotskii et al., 2018). Shin et al. reported that investigating
brain microstructural information based on magnetic susceptibility differences of
iron and myelin can be used as a useful tool to improve understanding of disease
pathogenesis and lesion characterization, as they are involved in normal brain
function and are important biomarkers of neurological disorders (Shin et al.,
2021). Thus, the application of biomagnetism differences between biological
components in disease detection and diagnosis is of interest in the medical field.

SMFs, which cause various physio-chemical effects because of the intrinsic
magnetism of organisms, can alter the position, orientation and morphology of
intracellular substructures and affect various biological metabolism and
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processes, including structural adaptation, proliferation, and stress responses (Tao
et al., 2019). Therefore, research into stimulating living cultures with different
types of magnetic fields is also important. SMFs are widely used in many fields
such as industrial and agricultural production, modern science and technology,
especially in medicine and healthcare. The process of magnetic field generation
and its accurate quantification as a factor that impacts cells, tissues and organisms
is the most important research topic of magnetic fields in biotechnology. In the
literature, it has been reported that magnetic resonance imaging resolution and
imaging capabilities have improved with the increase in SMF intensity and 4-9.4
T research systems have been developed for clinical imaging applications (Tian
et al., 2021). Effects of static or oscillating weak magnetic fields on stem cells,
calcium concentration, electron transfer in cryptochrome, ROS, circadian clock,
action potentials, anxiety, analgesia, development, neuronal activities, memory,
DNA, genetics and many other functions have also been reported (Van Huizen et
al.,2019a; Wang et al., 2022; J. Xu et al., 2021; Zadeh-Haghighi & Simon, 2022).
The fact that the effects of SMFs used in medicine on biological systems and their
underlying mechanisms have not yet been fully elucidated has led to the need for
further investigation of magnetic fields (Table 1).
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Table 1. The biological effects of magnetic fields

Tumor cells Application conditions Effect of application Ref.
Human 1 mT, 50 Hz DMF for 72 h Increased ROS levels (Benassi
neuroblastoma (SH- Induced apoptosis etal.,
SY5Y) 2016)
Human breast cancer 10 mT SMF for 24 and 48 h  Decreased viability (Hajipour
(MCF-7) Decreased Verdom et
differentiation al., 2018)
Increased ROS levels
Human breast cancer 0.011 T, 8 Hz PMF for Decreased viability (Pantelis
(MCF-7 and MDA- twice a day for 5 days Inhibited cell etal.,
MB-231) proliferation 2024)
Induced cell death
Induced cellular
senescence
MCF-7 and MDA- 1 mT, 50 Hz ELF-MF for Decreased viability (Elexpuru
MB-231 cell lines 24 h Inhibited cell -Zabaleta
proliferation etal.,
2023)
Mouse breast cancer ~150 mT SMF for 24 h Inhibited cell migration  (Fan et al.,
(4T1) Repressed telomerase 2020)
activity
Jurkat Lymphoma 4.75 T SMF Inhibited cell (Aldinucci
cells proliferation etal.,
2003)
Human Epidermal 5 mT, 50 Hz ELF-EMF for ~ Promoted cell (M. Zhang
Stem Cells (hESC) 7 days (30 min/day) proliferation et al.,
Increased cell growth 2013)
Increased proportion of
S-phase cells
Prostate cancer 0.2 mT, 60 Hz MF Decreased cell growth (Koh et
(LNCaP, PC3, and Induced apoptosis al., 2008)
DU145) through ROS
Male Wistar rats 7 mT, 50 Hz ELF-MF for Stimulated pro- (Wyszkow
24 h inflammatory cytokines  ska et al.,
2018)
Human leukaemia 6 mT SMFfor 72 h Increased intracellular (Dini et
(U937) Ca? al., 2009)

Mitochondria localized
near nucleus
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3. The Effect of Magnetic Fields in Cancer Therapy

Cancer cells can be affected by MFs to different degrees and this effect is
known to be related to non-thermal (non-ionising radiation) and thermal (ionising
radiation) mechanisms in the treatment of MFs. High-frequency MFs (gamma
rays and X-rays, etc.) cause direct damage to DNA, while low-frequency MFs
(LF-MFs) have a biochemical effect on the reactions of the cells (Diab, 2019).
ELF-MFs have been found to have anticancer activity, to reduce the risk of certain
tumors, and to have potential benefits in the healing process of cancer patients,
according to numerous studies in the literature (Khan et al., 2021). As a result,
MFs can be proposed as a strategy for cancer therapy.

3.1. Thermal Effects of Magnetic Field Therapy

Hyperthermia (HT) is a widely used anticancer treatment modality in
combination with radiotherapy and chemotherapy to increase the body's tissue
temperature, based on the application of heat (39-45 C) to prevent the growth of
cancerous cells and kill them (Chang et al., 2018; X. Liu et al., 2020; Peiravi et
al., 2022). The aim is to increase the sensitivity of tumor tissues and, on the other
hand, to affect the defence system (Chichet et al., 2007). The increase in tissue
temperature with HT can lead to oxygenation of the tumor by altering vascularity
and increasing blood flow, as well as killing cells by affecting cell membranes,
nucleic acid repair enzymes, proteins, and cellular structures. However, although
this method triggers the death of tumor cells, it can cause serious side effects as
it also affects healthy tissues (Peiravi et al., 2022). Therefore, it is recommended
to use nanotechnological methods to increase the sensitivity of HT with a
harmless, effective, and easy treatment approach. Studies have shown that
nanoparticles (NPs) induce DNA damage and expression of heat shock proteins
by applying heat only to tumor tissues in HT and direct cells to death (Szwed &
Marczak, 2024).

Magnetic hyperthermia (MHT) is based on the principle of heat generation by
increasing the hyperthermia efficiency of magnetic nanoparticles (MNPs) in the
presence of AMF, and thus, with the widespread use of nanotechnology, MHT
has been proposed as an alternative method in tumor therapy (Beik et al., 2016;
GILCHRIST et al.,, 1957; Peiravi et al., 2022). The MNPs-mediated MHT
(MNPs-MHT) therapeutic modality has a great advantage in that it allows the
magnetic killing of cancer cells without the need for deep tissue penetration and
without damaging the surrounding normal tissues (Kumar & Mohammad, 2011;
Shubayev et al., 2009). MNPs-MHT enables the realization of intracellular
hyperthermia by applying therapeutic heat directly to cancer cells and, as a result
of these therapeutic advantages, MNPs-MHT-based cancer therapies have been
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transferred from the laboratory stage to clinical studies and used in the treatment
of breast, prostate, and glioblastoma cancer (Acar et al., 2022; Espinosa et al.,
2018; Jordan et al., 1999). Though MNPs-MHT treatment has been applied in
clinical trials, the obstacles limiting the efficacy of MNPs-MHT on cancer
therapy need to be investigated to overcome the challenges of this therapeutic
approach.

In MNPs-MHT treatment, one of the main aims is to synthesis multifunctional
MNPs with appropriately functionalized surfaces that exhibit the highest possible
saturation magnetization using antibodies, chemical compounds, and DNA
probes allowing them to selectively bind to target tissues or cells. Furthermore,
while the shape and size of MNPs are important for their therapeutic efficacy,
surface modifications that help to maintain their stability and biocompatibility are
also important (Rajan & Sahu, 2020). Polyethylene glycol (PEG),
polyethyleneimine  (PEI), polyvinyl alcohol (PVA), silica and
polyvinylpyrrolidine (PVP) are the most commonly used biocompatible coating
materials for MNPs (Cho et al., 2019). MNPs are used in bioimaging, cell
labelling and targeted drug delivery, particularly in hyperthermia (Bafiobre-
Lopez et al., 2013; Dey et al., 2017; Kolosnjaj-Tabi et al., 2013; F. Liu et al.,
2011; Solak et al., 2021). The application of colloidal iron oxide and iron oxide-
based core-shell nanostructures has shown promising potential in this field due
to their high efficiency in carcinogenic cell destruction while showing limited
toxicity to normal cells (Kossatz et al., 2014; Martinelli et al., 2019; Peiravi et al.,
2022). In addition to being minimally invasive as it is injected intra-tumorally or
intravenously, this method can provide sufficient thermal dosage to the targeted
area while sparing healthy tissue. After the MNPs reach the target, the heat
generated by the application of an external AMF is limited to the area covering
the MNPs and is directed throughout the tissue (Peiravi et al., 2022). With this
treatment method, it has been shown in the literature that the amount of iron-
based nanoparticles will not cause toxicity in healthy cells and that most of the
MNPs are evacuated by the body in a short time after treatment (Fukuda et al.,
2012; Herring et al., 2013; Kim et al., 2011; LeBrun & Zhu*, 2018).

3.2. Non-Thermal Effects of Magnetic Field Therapy

Non-thermal effects of MF can be defined as their direct interaction with
biological cells without relying on the principle of heat (Israel et al., 2013; A. Xu
et al., 2021a). In addition to having antiproliferative, apoptotic, autophagic,
angiogenic, and antimetastatic effects in cancer cells, MFs have also been
reported to stop the cell cycle and improve the inflammatory response (Figure 2)
(A. Xuetal., 2021a).
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Figure 2. Potential anticancer effects of magnetic field
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The cell cycle, which is closely associated with cell growth and death,
includes G1, S, G2 and M phases and abnormal expression of cell cycle proteins
in cancer cells may lead to uncontrolled cell proliferation (Otto & Sicinski, 2017).
Most of the current chemotherapy and radiotherapy methods disrupt the integrity
of DNA at cell cycle checkpoints, thereby inhibiting the proliferation of cancer
cells and leading to their death. Therefore, targeting these cycle proteins is
considered as a therapeutic strategy (Otto & Sicinski, 2017). The literature has
described that MF suppresses the cell proliferation by keeping them in G2 phase
(Miyakoshi, 2005). Chen et al. observed that exposure of human leukaemia
(K562) cell line to SMF's (8.8 mT) caused DNA damage and arrest in G2/M phase
and SMFs enhanced the anticancer effect of cisplatin (W.-F. Chen et al., 2010).
Nie et al. demonstrated that exposure of melanoma cells (B16-F10) to LF-MF
(7.5 Hz, 0.4 T, 43 days) induced an arrest of the cell cycle in the G2/M phase
(Nie, Du, et al., 2013).

Apoptosis is mediated by mitochondrial (intrinsic) and cell death receptor
(extrinsic) pathways (Mohammad et al., 2015). Targeting pro-apoptotic and anti-
apoptotic proteins and mitochondrial membrane permeability, especially in the
mitochondrial pathway, has become attractive in cancer therapies by contributing
to the induction of apoptosis (Ko et al., 2007; Portt et al., 2011). Yuan et al.
observed that exposure of nephroblastoma and neuroblastoma cells to LF-MF (50
Hz, 5.1 mT, 2 h per day) inhibited cell proliferation, induced apoptosis and
increased cisplatin efficacy in vivo (Yuan et al.,, 2018). Giirhan et al.
demonstrated that in human fibrosarcoma (HT-1080) cells exposed to SMFs, the
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increase in intracellular ROS levels led to the release of cytochrome ¢ into the
cytoplasm, thereby triggering apoptotic cell death (Gurhan et al., 2021). Koh et
al. reported that after MF (60 Hz, 48 h) exposure, intensity-dependent ROS
accumulation occurred in prostate cancer (LNCaP, PC3, and DU145) cell lines
and the cells were directed to apoptosis (Koh et al., 2008). So far, it has been
established that miRNAs play a role in regulating a number of biological
processes, such as autophagy and apoptosis (Yu et al., 2012). Xu et al. showed
that LF-MFs inhibited growth of tumor and induced autophagic cell death by
upregulating the expression level of miR-486, which plays a role in cell
autophagy in lung cancer, in a Lewis Lung Cancer mouse model (Y. Xu et al.,
2017). Although MF has been implicated in the induction of apoptosis and
autophagy in a number of cancers, there are only a limited number of studies in
this area and further research is needed.

Angiogenesis has become a therapeutic target in chronic inflammation and
cancer because of its importance in embryonic development, tumor growth, and
metastatic spread (Z.-L. Liu et al., 2023). The migration of vascular endothelial
cells has a significant role in the progression of angiogenesis of tumor cells
regulated by a variety of anti-angiogenic and pro-angiogenic molecules.
Targeting vascular endothelial growth factor (VEGF-A, VEGF) and vascular
endothelial growth factor receptor-2 (VEGFR-2) is particularly important in
cancer therapy (Ferrara et al., 2003). In the literature, Strelczyk ef al. showed that
SMF of 600 mT for 10 days suppressed angiogenesis and delayed vascular
maturation in vivo by reducing vessel diameter and functional vessel density
(Strelczyk et al., 2009). Williams ef al. showed that C3H/HelJ mice treated with a
pulsating magnetic field of 120 pulses per second (0, 10 mT, 15 mT, or 20 mT for
10 minutes per day) significantly reduced tumor growth and vascularization
(Williams et al., 2001). Monache et al. demonstrated that human umbilical vein
endothelial cells (HUVEC) exposed to MF (50 Hz, 2mT) had decreased
proliferative, migratory, and tube-like processes. Furthermore, MF treatment
significantly downregulated the levels of VEGFR2 and decreased the ability of
endothelial cells to form new vessels by affecting the VEGF signaling pathway
(Delle Monache et al., 2013). Together, these findings suggest that MF therapy is
a promising treatment modality that may have an impact on angiogenesis of
tumor.

The immune function of the organism plays an important role in tumor
initiation and metastatic spread. Therefore, effective strategies to re-model the
immune system in tumors are becoming a key element of cancer immunotherapy
(Finck et al., 2020). Nie et al. showed that tumor-bearing mice treated with MF
(7.5 Hz, 0.4 T) increased lifetime, suppressed cytokine production, including
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keratinocyte-derived chemokine (KC), granulocyte colony-stimulating factor (G-
CSF), and interleukin-6 (IL-6) indicated that MF had an effect on improving
immunity (Nie, Chen, et al., 2013). As for tumor metastasis, a leading cause of
death in cancer patients, occurs when cancer cells spread beyond the source site
of a tumor (Tracey A. Martin, Lin Ye, Andrew J. Sanders, Jane Lane, n.d.).
Therefore, inhibition of metastasis has been an important target of cancer
treatment modalities. Song et al. showed that SMF can inhibit cell metastasis in
ovarian cancer in a ROS-dependent manner (Song et al., 2021). Tofani et al.
indicated that MF (5.5 mT, 50 Hz) significantly inhibited tumor growth and
metastasis in breast cancer MDA-MB-435 cell line (Tofani et al., 2002). Nie et
al. found that metastasis was suppressed in melanoma B16-F10 cells after MF
(0.4 T and 7.5 Hz) exposure (Nie, Du, et al., 2013). Song ef al. stated that SMFs
can suppress ovarian cancer metastasis in vitro and in vivo (Song et al., 2021).

4. Magnetic Fields in Combination Therapies

The fact that cancer-related mortality rates are still very high despite current
cancer treatments has necessitated the development of new strategies that are
cost-effective and highly effective. Combination therapy, one of such approaches,
has an important role in cancer treatment as it is a treatment method that combines
two or more therapeutic agents (Yap et al., 2013). Compared to the monotherapy
approach, which targets actively proliferating cells in a non-selective manner
(without discriminating between healthy and cancerous cells), the synergistic
effect of combining anticancer agents increases the efficacy of treatment
(Partridge et al., 2001). Combination therapies aim to reduce toxicity and side
effects that occur as a result of drug resistance caused by chemotherapy-induced
high dosage and long-term treatment (Albain et al., 2008). In addition to reducing
drug resistance, this treatment method provides therapeutic benefits such as
inducing apoptosis, reducing tumor growth, cancer stem cell populations and
metastatic potential (Mokhtari et al., 2013). In summary, as shown in Table 2, MF
can be applied as an adjuvant therapy to improve the effects of chemotherapeutic
drugs by inducing cell cycle arrest, apoptosis, and DNA damage in cancer
treatment.
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Table 2. Combinational approaches with magnetic field for cancer therapy

Combinational Tvpe of cancer Application Effect of
approaches M conditions application
Cytotoxic effect
Human leukemia 8.8 mT SMF for 12 Arrested G2/M 0 |
SMF + Adriamycin (K562) h, with Adriamycin ~ phase (2 0 ?(1’ etal,
(25 ng/ml) Increased DNA )
damage
Inhibited the
metabolic activity
8.8 mT SMF for 24
SME K562cellline  h, with Paclitaxel ~ Arested GZM - (Sunetal,
+ Paclitaxel (10 ng/ml, 24 h) phase 2012)
i Increased cell
membrane damage
g‘;?;inma 15 mT SMF for 24,  Increased DNA
SMF (Sensitive é?salll;i?f(?()jwnh dGaelgitg:xici (Zafari et
+ Cisplatin (A2780) and P & Yo a1,2024)
. values for 24, 48, Induced apoptosis
resistant and 96 h) Induced necrosis
(A2780CP))
Murine Lewis 3 mT SMF for h;l(:ﬁ)f}etfz?ticoil
SMF lung carcinomas 35 min/day and Eonger survival (Tofani,
+ Cisplatin (LLCs) fls;;latm (3 mg/kg, time 2003)
P- Cytotoxic effect
Female B6C3F1
SMF gﬁipﬁl:ed cli(l)g(ilrllll;)isc:f(?gd Tumor regression (Gray et
+ Doxorubicin . al., 2000)
mammary mg/kg, i.p.)
adenocarcinoma
10 mT SMF for4g ~ Decreased cell (Kamalipo
SMF Human cervical . . viability P
. . h and cisplatin (ICso oyaetal.,
+ Cisplatin cancer (HeLa) Increased ROS
values) . 2017)
production
Decreased cell
Human 2 mT, 75 Hz PMF I];r()illgf;tilggl
PMF . for 1 h/day and pigenciicatly (Pasietal.,
. glioblastoma . influencing tumor
+Temozolomide temozolomide (10 2016)
(T98G) UM for 24 h) suppressors and
the regulation of
oncogenes
10 mT, 100 Hz LF- .
LF-MF Human MF for 144hand  Increased ROS (Akbameja
+Temozolomide glioblastoma temozolomide production detal,
(U87 and T98G) (100 M) 2017)
Decreased cell
LF-MF 1 mT, 50 Hz LF- proliferation
+ 5-fluorouracil (5-  MCF-7 cell line MF for 12hand 5-  Cytotoxic effect (Han et al.,
fluorouracil (5-FU)  Accumulation of 2018)

FU)

(5 uM for 24 h)

cancer cells in S
phase
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Extremely low-
frequency
g:lcd“(%n&g%el\tj[‘;) Human 0.7 mT, 100 Hz Inhibited cell (B. Chen
+ Folic acid- hepatoma (BEL- ELF-EMF and FA-  proliferation . etal.,
modified magnetic 7402) MNPs for 24 h Induced apoptosis ~ 2014)
nanoparticles (FA-
MNPs)
12mT, 110 kHzAC  Dual action
AMF+ Malignant cell magnetic field, Iron  yielded complete (Espinosa
Photothermal lines (SKOV3, oxide MNPs and apoptosis- etal,
Therapy PC3,and A431) laser irradiation 808  mediated cell 2016)
nm at 0.3 W/cm? death
1.7 mT, ;ll“l}:r:a(;ombmed
CoFe204@MnFe2 Y
. demonstrated the
AMF + Immune 4T1 (breast 04 NPs for 10 min s i (Pan et al.,
Therapy cancer) cell line  at 50 °C (MHT) great potentials in 2020)
and a-PD-L1 the ﬁght against
treatment both primary and
metastatic tumors

5. Conclusion

In conclusion, numerous studies have shown that different types of MF have
different effects on tumor cells and that these effects are related to thermal and
non-thermal mechanisms. This review discusses the potential of MFs in anti-
tumor therapies to suppress cancer cell proliferation, arrest the cell cycle, inhibit
neovascularization, suppress metastasis, and promote cell death in both in vivo
and in vitro models. In addition, the synergistic potential of MFs in combination
with chemotherapeutic agents, photothermal therapy or immunotherapy was
discussed, which might be more effective in combined anticancer therapy. The
potential of MF therapy in oncology needs to be systematically investigated and
elucidated in more detail with further studies.
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